Lecture 24: Sections 6.3, 6.5

o Orthogonal projection

e Least-squares problems



Orthogonal projection

Let H be a subspace of R". Then for any x € R”, there is unique x € H such that

X=X+1z withz | H.

If {uy,...,u,} is an orthogonal basis of H, thenz = x — % L H with
%= (X'ul)ul (X'up)up.
(ug - wy) (up - up)

X is called the orthogonal projection of x onto H, and denoted by Proj zx = X.

@ xc H=Projyx =x
@ |x—%| < ||x—v| forany v € H with v # & = Proj yx
@ If {uy,...,u,} is an orthonormal basis of H, then

Proj yx = (x-up)uy + ... 4+ (x - up)u, = UUTx

with the orthogonal matrix U = [u; ... up)]



Least-squares problems

k x n matrix A
@ Ax =bisinconsistent < b ¢ Col A.
@ We have b = Proj coiab € Col A.

Any solution of A% = b is called a least-squares solution of Ax = b. J

@ AR=b < |b—Ag| < ||b— Ax| for any x € R” (the least-squares problem)
@ AR=b < ATA% = A”b (the normal equation)
@ The columns of A are linearly independent <« ATAis invertible <

ATA% = ATb has a unique solution

Experimental data: n points (x;,y;) on the plane. Fit the data by a line y = 5y + 8ix:
3 1 X pJ1
XB=y with B:{ﬁ?], X =

1 Xn Yn
n

The least-squares solution minimizes |ly — X3/ = > [vi — (6 + Bixi)]’

i=1
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