
Lecture 24: Sections 6.3, 6.5

1 Orthogonal projection

2 Least-squares problems



Orthogonal projection

Let H be a subspace of Rn. Then for any x ∈ Rn, there is unique x̂ ∈ H such that

x = x̂ + z with z ⊥ H.

If {u1, . . . , up} is an orthogonal basis of H, then z = x− x̂ ⊥ H with

x̂ =
(x · u1)

(u1 · u1)
u1 + . . . +

(x · up)

(up · up)
up.

x̂ is called the orthogonal projection of x onto H, and denoted by Proj Hx = x̂.

x ∈ H ⇒ Proj Hx = x
‖x− x̂‖ < ‖x− v‖ for any v ∈ H with v 6= x̂ = Proj Hx
If {u1, . . . , up} is an orthonormal basis of H, then

Proj Hx = (x · u1)u1 + . . . + (x · up)up = UUT x

with the orthogonal matrix U = [u1 . . . up]



Least-squares problems

k × n matrix A

Ax = b is inconsistent ⇔ b /∈ Col A.

We have b̂ = Proj Col Ab ∈ Col A.

Any solution of Ax̂ = b̂ is called a least-squares solution of Ax = b.

Ax̂ = b̂ ⇔ ‖b− Ax̂‖ ≤ ‖b− Ax‖ for any x ∈ Rn (the least-squares problem)

Ax̂ = b̂ ⇔ AT Ax̂ = AT b (the normal equation)

The columns of A are linearly independent ⇔ AT A is invertible ⇔
AT Ax̂ = AT b has a unique solution

Experimental data: n points (xi, yi) on the plane. Fit the data by a line y = β0 + β1x:

Xβ = y with β =

»
β0
β1

–
, X =

24 1 x1
. . . . . .
1 xn

35 , y =

24 y1
. . .
yn

35

The least-squares solution minimizes ‖y− Xβ‖2 =
nX

i=1

ˆ
yi − (β0 + β1xi)

˜2
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