Lecture 23: Sections 6.2, 7.1

o Orthogonal sets

o Orthogonal matrices

e Orthogonal diagonalization of symmetric matrices



Orthogonal sets

A set of vectors U = {uy, ..., u,} is called orthogonal set if u; - uy = 0 when i # k J

Ifif = {uy,...,u,} is an orthogonal set of nonzero vectors, then
@ U is linearly independent
@ so U is a basis for the subspace H = SpanU/
@ and U is called an orthogonal basis for H
@ anyx € H can be written as x = aju; + ... + ayu, with

Uy - X
Qp = —— (k:177p)
Uy - Uy
@ Ifu,-u=1fork=1,...,p, theni is called an orthonormal set (or basis)
The orthogonal projection of x onto u
. . u-x R u-x u’x 1 T
X=au witha=——, or X=—u=u—— = —uu'x
u-u u-u wu u'u



Orthogonal matrices

Let U =[u;...u]
@ U ={uy,...,u,}isanorthonormal set <« UTU = I (orthogonal matrix)
Q@ U'uU=1 & U '=UT
@ UV'uU=1 & (Ux)-(Uy)=x-y forallx,ycR"

Spectral theorem for symmetric matrices

If A is real, symmetric, n x n matrix, then A has orthonormal set of n eigenvectors, i.e.,
A = UDU~! with diagonal matrix D and orthogonal matrix U.

Q@ A=AT Ax=X X, Ay=py,\#pu = x-y=0
@ A is orthogonally diagonalizable <> A is symmetric



Orthogonal diagonalization of symmetric matrices

Algorithm for orthogonally diagonalizing symmetric A:
@ Solve the characteristic equation det(A — A\I) = 0, to find the eigenvalues
@ Find a basis V; for the eigenspace Nul (A — A1)
@ Orthonormalize V;, that is, modify V. into an orthonormal basis U4

@ Form the orthogonal matrix U from the vectors in U, U, . . ., and form D from the
eigenvalues

@ A=UDU~!' =UDUT
Spectral decomposition

Al 0 ulT ulT
A:UDUT:[ul...u,,] : = [A1ug ... Ay
0 An u

T T
=Awu + ...+ Auu,

=N
]
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