Lecture 21: Sections 5.3

° Diagonalization



Diagonalization

If A = PDP~! with D diagonal, A is called diagonalizable.

n X n matrix A is diagonalizable iff A has » linearly independent eigenvectors. If

vi,...,Vy are the eigenvectors, and Ay, ..., \, are the corresponding eigenvalues
Al 0
A=PDP~'  with P=[vi...vs], D= )
0 An

Algorithm for diagonalizing A:
@ Find the eigenvalues of 4, i.e., solve the characteristic equation det(A — A\I) = 0
@ Find bases for the eigenspaces of A, i.e., basis for Nul (A — \J) for each A
@ If there is enough linearly independent eigenvectors, construct P and D
@ Check: A = PDP~! or AP = PD
Some criteria:
@ distinct eigenvalues, or symmetric matrix = diagonalizable
@ dimension of Nul (A — A1) is less than the multiplicity of A, = not diagonalizable
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