
SUMMARY OF ISSUES IN ANOVA, REGRESSION AND GENERAL LINEAR
MODELLING

1. Model Assumptions
The key model assumption is that the residual (measurement) errors are independent and iden-
tically distributed Normal random quantities. If this assumption is not met, then none of the
hypothesis tests based on the Student and Fisher-F distributions are valid.
The validity of this model assumption can be checked by the inspection of the residuals

êi = yi − ŷi i = 1, . . . , n

Plots of the residuals can be used to check for
(i) Normality

(ii) Dependence on the covariates
(iii) Constant variance
(iv) Outliers: An outlier is an response value that gives rise to a residual which is large in magni-

tude, indicating that the fit of the model is poor for that data point.
Outliers can significantly alter the fit of a model, and the parameter estimates. If an outlier
is suspected, then careful consideration should be given to omitting that data point from the
analysis.
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β0 = 1.603 (0.466)
β1 = 1.515 (0.041)

No outlier : estimates and standard errors
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β0 = 3.071 (2.263)
β1 = 1.273 (0.199)

Outlier : estimates and standard errors
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Standardized Residuals : No Outlier
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Standardized Residuals : Outlier

2. Data Transformations
The response variable and continuous covariates can be transformed (using log or square-root
transformation say) to improve the fit of the model, or to make the model assumptions more
appropriate.



3. Model Selection
Model selection by means of stepwise selection and sequential ANOVA-F testing can be an ef-
fective way of finding the important explanatory variables and interactions. However it must be
carried out with care.
In general, we aim to select the simplest model that provides an adequate fit to the data.
The goodness of fit measures R2 and adjusted R2 statistics can provide a final assessment of
model adequacy.

4. Multicollinearity
Multicollinearity is the term to describe dependence between the covariates used in a regression
model. If the covariates are highly correlated, then the estimated coefficients for those covariates
in a multiple regression need careful interpretation.
If two covariates are highly correlated, then if one is a useful predictor of the response, the other
will likely appear to be a useful predictor as well, that is if one estimated coefficient is signifi-
cantly different from zero, then the other will be also. However, in a multiple regression model
with both covariates included, it might be that neither coefficient is significantly different from
zero.

5. Predicting outside the Range of the Covariates
In a regression model, the fitted parameters reflect relationships and dependencies in the observed
data. The model can be used for prediction, but is only likely to be reliable if the prediction is
carried out at x values within the range of the observed xs.

For example, in a simple linear regression, if x takes values on the range (0, 100), predictions at
new x values within this range will be reliable, but predictions at, say, x = 200 will be much less
reliable.


