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We outline a framework for causal inference in settings where assignment to a binary treatment is ignorable, but compliance with the assignment is not perfect so that the receipt of treatment is nonignorable. To address the problems associated with comparing subjects by the ignorable assignment—an "intention-to-treat analysis"—we make use of instrumental variables, which have long been used by economists in the context of regression models with constant treatment effects. We show that the instrumental variables (IV) estimand can be embedded within the Rubin Causal Model (RCM) and that under some simple and easily interpretable assumptions, the IV estimand is the average causal effect for a subgroup of units, the compliers. Without these assumptions, the IV estimand is simply the ratio of intention-to-treat causal estimands with no interpretation as an average causal effect. The advantages of embedding the IV approach in the RCM are that it clarifies the nature of critical assumptions needed for a causal interpretation, and moreover allows us to consider sensitivity of the results to deviations from key assumptions in a straightforward manner. We apply our analysis to estimate the effect of veteran status in the Vietnam era on mortality, using the lottery number that assigned priority for the draft as an instrument, and we use our results to investigate the sensitivity of the conclusions to critical assumptions.
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1. INTRODUCTION

Economists are typically interested in estimating causal effects rather than mere associations between variables. Potentially interesting causal effects include the effects of education on employment and earnings, the effects of employment training programs on subsequent labor market histories, and the effects of a firm's inputs on its output. The dominant approach to making inferences about causal effects in economics over the last four decades is based on structural equation models, which rely on the specification of systems of equations with parameters and variables that attempt to capture behavioral relationships and specify the causal links between variables. Goldberger (1972) and Morgan (1990) provided historical perspectives on these models, which date back to Wright (1928, 1934) and Haavelmo (1943, 1944). Inference in structural equation models often exploits the presence of instrumental variables (IV). These are variables that are explicitly excluded from some equations and included in others, and therefore correlated with some outcomes only through their effect on other variables.

Rather than relying on structural equation models, causal inference in statistics, going back at least to work by Fisher (1918, 1925) and Neyman (1923) on agricultural experiments, is fundamentally based on the randomized experiment (see also Kempthorne 1952 and Cox 1958). The basic notion in this formulation, which has been extended by Rubin (1974, 1978) to more complicated situations, including observational studies without randomization, is that of potential outcomes. The causal effect of a treatment on a single individual or unit of observation is the comparison (e.g., difference) between the value of the outcome if the unit is treated and the value of the outcome if the unit is not treated. The target of estimation, the estimand, is typically the average causal effect, defined as the average difference between treated and untreated outcomes across all units in a population or in some subpopulation (e.g., males or females). For this definition of causality to be applicable to samples with units already exposed to treatments, we must be able to imagine observing outcomes on a unit in circumstances other than those to which the unit was actually exposed. This approach is now widely used in statistics and epidemiology (e.g., Efron and Feldman 1991 and Greenland and Robins 1986), where it is often referred to as the Rubin Causal Model (RCM; Holland [1986]).

In this article we provide a link between these approaches, capitalizing on the strengths of each. Earlier work combining elements of these approaches includes studies by Hearst, Newman, and Hulley (1986), Holland (1988), Permutt and Hebel (1989), Sommer and Zeger (1991), and Imbens and Angrist (1994). We show how the IV estimand can be given a precise and straightforward causal interpretation in the potential outcomes framework, despite nonignorability of treatment received. This interpretation avoids drawbacks of the standard structural equation framework, such as constant effects for all units, and delineates critical assumptions needed for a causal interpretation. The IV approach provides an alternative to a more conventional intention-to-treat analysis, which focuses solely on the average causal effect of assignment on the outcome (Lee, Ellenberg, Hirtz, and Nelson 1991).

As we show in the context of a specific application, our formulation of these assumptions makes it easier for researchers to judge whether or not a causal interpretation of the instrumental variables estimand is plausible. Standard
IV procedures rely on judgments regarding the correlation between functional-form-specific disturbances and instruments. In contrast, our approach forces the researcher to consider the effect of exposing units to specific treatments. If it is not possible (or not plausible) to envision the alternative treatments underlying these assumptions, the use of these techniques may well be inappropriate. Moreover, by separating and defining the critical assumptions, our formulation allows for a clear assessment of the consequences of violations of these assumptions through sensitivity analysis under more general models. Our main results are summarized in three propositions: the first provides conditions for a causal interpretation of the IV estimand, and the others reveal the consequences of violations of the critical assumptions.

We develop our presentation in the context of an evaluation of the effect of serving in the military on health outcomes. Data for this study come from the Vietnam era, when priority for conscription was randomly allocated through the draft lottery. For expository purposes, and to be precise without cumbersome notation, we use the simplest possible example: both the “treatment” (i.e., serving in the military or not, denoted by $D$) and the “assignment” (i.e., draft status, denoted by lottery number, denoted by $Z$) are binary. If compliance with the draft had been perfect, then all those with a low lottery number ($Z = 1$) would have served in the military ($D = 1$), and all those with a high lottery number ($Z = 0$) would not have served ($D = 0$). We assume that we observe values of $Z, D$, and the health outcome $Y$ for each person. Our basic results, however, are not limited to this case with binary treatment and binary instrument. The approach developed here can be extended to multi-valued treatments and instruments as in Angrist and Imbens (1995) and Angrist, Graddy and Imbens (1995). Moreover, the generalization to cases with covariates is, in principle, immediate by applying our results at distinct values of the covariates. Also, fully principled methods of estimation using likelihood-based or Bayesian techniques can be derived as in Imbens and Rubin (1994a).

In Section 2 we briefly describe the structural equation approach to causal inference in economics. In Section 3 we develop an alternative approach based on the RCM, and the approaches are contrasted in Section 4. In Section 5 we discuss how to evaluate the sensitivity of the IV estimand to two of the critical assumptions presented in Section 3. In Section 6 we apply this approach to our draft lottery example, where we formulate the critical assumptions in the RCM framework and investigate the implications of violations of these assumptions.

2. STRUCTURAL EQUATION MODELS IN ECONOMICS

Following Goldberg (1972), we define structural equation models as “stochastic models in which each equation represents a causal link, rather than a mere empirical association” (p. 979). Such models are widely used in economics, going back to work by Wright (1928, 1934), Schultz (1928), and Haavelmo (1943, 1944).

A structural equation model for the problem of inferring the causal effect of veteran status on a health outcome is the dummy endogenous variable model (see, e.g., Maddalena 1983; Bowden and Turkington 1984; Heckman and Robb 1985). For person $i$, let $Y_i$ be the observed health outcome, let $D_i$ be the observed treatment (i.e., veteran status), and let $Z_i$ be the observed draft status. A standard dummy endogenous variables model for this problem would have the form

$$Y_i = \beta_0 + \beta_1 \cdot D_i + \epsilon_i,$$  \hspace{1cm} (1)  

and

$$D_i^* = \alpha_0 + \alpha_1 \cdot Z_i + \nu_i$$  \hspace{1cm} (2)

and

$$D_i = \begin{cases} 1 & \text{if } D_i^* > 0, \\ 0 & \text{if } D_i^* \leq 0. \end{cases}$$  \hspace{1cm} (3)

In this model $\beta_1$ represents the causal effect of $D$ on $Y$. Although simple, this model is typical of the econometric approach to discrete choice (in this case, the choice to serve in the military or not). The latent index formulation involving $D_i^*$ originates in the notion that compliance is a choice determined by comparison of the expected utility of serving and not serving. We note that this dummy endogenous variables model shares many features with the classical simultaneous equations model (Haavelmo 1943): an underlying linear structure, constant coefficients, and a reliance on error terms to characterize omitted variables.

The first assumption typically invoked to identify $\beta_1$ is that $Z_i$ is uncorrelated with the disturbances $\epsilon_i$ and $\nu_i$:

$$E[Z_i \cdot \epsilon_i] = 0, \quad E[Z_i \cdot \nu_i] = 0.$$  \hspace{1cm} (4)

The assumption that the correlation between $\epsilon$ and $Z_i$ is zero and the absence of $Z$ in Equation (1) captures the notion that any effect of $Z$ on $Y$ must be through an effect of $Z$ on $D$. This is a key assumption in econometric applications of instrumental variables. A second assumption is that the covariance between the treatment $D_i$ and assignment $Z_i$ differs from zero; that is,

$$\text{cov}(D_i, Z_i) \neq 0,$$  \hspace{1cm} (5)

which can be interpreted as requiring that $\alpha_1$ differ from zero. If $Z_i$ satisfies these two assumptions, then it is considered an IV in this model. In general $D_i$, the endogenous regressor in econometric terminology, is potentially correlated with $\epsilon_i$ because the two disturbances $\epsilon_i$ and $\nu_i$ are potentially correlated. This implies that the receipt of treatment $D_i$ is not ignorable (Rubin 1978) and, in econometric terminology, not exogenous.

For this simple example, the IV estimator is defined as the ratio of sample covariances (Durbin 1954)

$$\hat{\beta}_1^\text{IV} = \frac{\hat{\text{cov}}(Y_i, Z_i)}{\hat{\text{cov}}(D_i, Z_i)} = \frac{\sum_{i=1}^{N} Y_i Z_i / \sum_{i=1}^{N} Z_i - \sum_{i=1}^{N} Y_i (1 - Z_i) / \sum_{i=1}^{N} (1 - Z_i)}{\sum_{i=1}^{N} D_i Z_i / \sum_{i=1}^{N} Z_i - \sum_{i=1}^{N} D_i (1 - Z_i) / \sum_{i=1}^{N} (1 - Z_i)},$$  \hspace{1cm} (6)
where the last equality follows from the binary nature of the instrument.

Structural equation models such as Equations (1)–(3) have not found widespread use among statisticians. One reason is the sensitivity of these models to critical assumptions (see Little 1985) and their apparent inability to reproduce experimental results (see Lalonde 1986). Another reason is the fact that critical assumptions are cast in terms of disturbances from incompletely specified regression functions (i.e., $\varepsilon_i$ and $\nu_i$), rather than in terms of intrinsically meaningful and potentially observable variables. Typically the researcher does not have a firm idea what these disturbances really represent, and therefore it is difficult to draw realistic conclusions or communicate results based on their properties. The focus of this article is on the causal interpretation of the limit of the estimator in Equation (6); that is, the IV estimand, using the potential outcomes framework, and on the formulation of the critical assumptions in a more transparent manner to make these models more accessible to statisticians.

3. CAUSAL ESTIMANDS WITH INSTRUMENTAL VARIABLES

In this section, we set out an alternative framework for a causal interpretation of the IV estimand based on potential outcomes. First, we discuss the RCM approach to analyzing the causal effects of assignment on treatment received and on the outcome of interest (the intention-to-treat effects). We then define the causal effect of interest, that of treatment received on the outcome, in terms of potential outcomes. Finally, we show how the IV estimand links the two average intention-to-treat effects to a subpopulation average of the causal effect of interest.

3.1 The Rubin Causal Model

As before, $Z_i = 1$ implies that person $i$ has a low lottery number (i.e., would potentially get called to serve in the military), whereas $Z_i = 0$ indicates that person $i$ has a high lottery number (i.e., would not get called to serve in the military). The subsequent notation for $D$ and $Y$ is somewhat different from that in Section 2 because of the need to represent potential outcomes. Let $Z$ be the $N$-dimensional vector of assignments with $i$th element $Z_i$, and let $D_i(Z)$ be an indicator for whether person $i$ would serve given the randomly allocated vector of draft assignments $Z$. In a world of perfect compliance with the draft, $D_i(Z)$ would equal $Z_i$ for all $i$; that is, those with low lottery numbers would actually serve and none of those with high lottery numbers would serve. In practice, $D_i(Z)$ can differ from $Z_i$ for various reasons: individuals may volunteer for military service, they may avoid the draft, or they may be deferred for medical or family reasons.

Similar to the definition of $D_i(Z)$, we define $Y_i(Z, D)$ to be the response for person $i$ given the vector of service indicators $D$ and the vector of draft priorities $Z$; $Y(Z, D)$ is the $N$ vector with $i$th element $Y_i(Z, D)$. We refer to $D_i(Z)$ and $Y_i(Z, D)$ as “potential outcomes.” The concept of potential outcomes used here can be viewed as analogous to Neyman’s (1923) notion of “potential yields” in randomized agricultural experiments, as extended by Rubin (1974, 1978, 1990, 1991) to observational studies where the potential outcomes are partially revealed by a general treatment assignment mechanism, to situations with possible variation of treatments and with possible interference between units, and to Bayesian and likelihood inference where the potential outcomes and assignment have a joint probability distribution. As originally formulated, the potential outcomes $D_i(Z)$ and $Y_i(Z, D)$ are fixed but unknown values partially observed through the assignment of treatments to units. Differences in these potential outcomes due to assigned and received treatments will be revealed by analyzing data obtained by randomly assigning $Z$ in the finite population of $N$ units under study. Our initial goal is to provide inferences solely about this finite population.

In evaluation research, some assumptions about how units interact and the variety of possible treatments are required. Our notation has already restricted both $Z$ and $D$ to have only two levels; that is, there is no partial compliance. Here we follow the convention in statistics and medical research by assuming no interference between units.


a. If $Z_i = Z'_i$, then $D_i(Z) = D_i(Z')$.

b. If $Z_i = Z'_i$ and $D_i = D'_i$, then $Y_i(Z, D) = Y_i(Z', D')$.

SUTVA implies that potential outcomes for each person $i$ are unrelated to the treatment status of other individuals. This assumption allows us to write $Y_i(Z, D)$ as $Y_i(Z_i, D_i)$ and $D_i(Z_i)$ respectively. SUTVA is an important limitation, and situations where this assumption is not plausible cannot be analyzed using the simple techniques outlined here, although generalizations of these techniques can be formulated with SUTVA replaced by other assumptions.

Given the set of potential outcomes, we can define the causal effects of $Z$ on $D$ and on $Y$ in the standard fashion (Rubin, 1974).

Definition 1: Causal Effects of $Z$ on $D$ and $Z$ on $Y$.

The causal effect for individual $i$ of $Z$ on $D$ is $D_i(1) - D_i(0)$. The causal effect of $Z$ on $Y$ is $Y_i(1, D_i(1)) - Y_i(0, D_i(0))$.

In the context of a clinical trial with imperfect compliance these are the intention-to-treat effects, and we adopt this jargon here.

Although Bayesian or likelihood-based inference is straightforward if treatment assignment is ignorable, even if not completely random (Rubin 1978), we assume random assignment here to avoid tangential issues.

Assumption 2: Random Assignment.

The treatment assignment $Z_i$ is random:

$$\text{Pr}(Z = c) = \text{Pr}(Z = c')$$
for all \( c \) and \( c' \) such that \( i^T c = i^T c' \), where \( i \) is the \( N \)-dimensional column vector with all elements equal to one.

Given SUTVA and random assignment, unbiased estimators for the average intention-to-treat effects can be obtained by taking the difference of sample averages of \( Y \) and \( D \) classified by the value of \( Z \); that is, by treatment-control mean differences. This has been well known since at least Neyman (1923). Formally, the unbiased estimator for the average causal effect of \( Z \) on \( Y \) can be written as

\[
\frac{\sum_{i=1}^{N} Y_i Z_i}{\sum_{i=1}^{N} Z_i} - \frac{\sum_{i=1}^{N} Y_i (1 - Z_i)}{\sum_{i=1}^{N} (1 - Z_i)}
\]

\( = \frac{(1/N) \sum_{i=1}^{N} Y_i Z_i - (1/N) \sum_{i=1}^{N} Y_i \cdot (1/N) \sum_{i=1}^{N} Z_i}{(1/N) \sum_{i=1}^{N} Z_i Z_i - (1/N) \sum_{i=1}^{N} Z_i \cdot (1/N) \sum_{i=1}^{N} Z_i} \),

and for the average causal effect of \( Z \) on \( D \) the unbiased estimator can be written as

\[
\frac{\sum_{i=1}^{N} D_i Z_i}{\sum_{i=1}^{N} Z_i} - \frac{\sum_{i=1}^{N} D_i (1 - Z_i)}{\sum_{i=1}^{N} (1 - Z_i)}
\]

\( = \frac{(1/N) \sum_{i=1}^{N} D_i Z_i - (1/N) \sum_{i=1}^{N} D_i \cdot (1/N) \sum_{i=1}^{N} Z_i}{(1/N) \sum_{i=1}^{N} Z_i Z_i - (1/N) \sum_{i=1}^{N} Z_i \cdot (1/N) \sum_{i=1}^{N} Z_i} \).

(7)

(8)

The ratio of (7) and (8) equals the conventional instrumental variables estimator (6). The limit of the IV estimator (i.e., the IV estimand), therefore equals the ratio of average intention-to-treat effects.

### 3.2 Instrumental Variables

The critical feature of the problem of evaluating a treatment under imperfect compliance is that even if assignment \( Z_i \) is random or ignorable, the actual receipt of treatment \( D_i \) is typically nonignorable. Therefore the difference of outcome averages by treatment received does not provide an unbiased or even consistent estimate of the average causal effect of \( D \) on \( Y \). In fact, we require additional assumptions just to define the causal effect of \( D \) on \( Y \) in a meaningful way. The following assumption requires the treatment assignment to be unrelated to potential outcomes once treatment received is taken into account.

**Assumption 3: Exclusion Restriction.**

\( Y(Z, D) = Y(Z', D) \) for all \( Z, Z' \) and for all \( D \).

This assumption implies that \( Y_i(1,d) = Y_i(0,d) \) for \( d = 0, 1 \). It captures the notion underlying instrumental variables procedures that any effect of \( Z \) on \( Y \) must be via an effect of \( Z \) on \( D \). Because the exclusion restriction relates quantities that can never be jointly observed, (i.e., \( Y_i(0,d) \) and \( Y_i(1,d) \)), it is not directly verifiable from the data at hand although it has testable implications when combined with Assumptions 1 and 2. Imbens and Rubin (1994b) discussed a weaker version of the exclusion restriction that impose restrictions only on outcomes that can potentially be observed (i.e., \( Y_i(z, D_i(z)) \)).

By virtue of Assumption 3, we can now define potential outcomes \( Y(Z, D) \) as a function of \( D \) alone:

\( Y(D) = Y(Z, D) \) if \( Z, Z' \) and \( D \),

and then by Assumption 1 we can write \( Y_i(D_i) \) instead of \( Y_i(Z, D) \).

We now have notation for the causal effects of interest.

**Definition 2: Causal Effects of \( D \) on \( Y \).**

The causal effect of \( D \) on \( Y \) for person \( i \) is \( Y_i(1) - Y_i(0) \).

Although we can never observe any of these causal effects, for people with \( D_i(0) \neq D_i(1) \) we can observe either one of its terms through appropriate choice of \( Z_{i} \). We therefore focus on average causal effects in groups of people who can be induced to change treatments. Inferences about such average causal effects are made using changes in treatment status induced by treatment assignment, provided the assignment does affect the treatment.

At this point we introduce a compact notation to denote averages over the entire population or subpopulations. Let \( E[g] \) denote the average over the population of \( N \) units of any function \( g(.) \) of \( Z_i, D_i(1), D_i(0), Y_i(0,0), Y_i(0,1), Y_i(1,0), \) or \( Y_i(1,1) \). Similarly, the average of \( g(.) \) over the subpopulation defined by some fixed value \( h_0 \) of some function \( h(.) \) will be denoted by \( E[g|h(.) = h_0] \). Finally, the relative size of the subpopulation satisfying \( h(.) \) is written as \( P[h(.) = h_0] = E[1_{h(.) = h_0}] \), where \( 1(.) \) is the indicator function. We emphasize that this notation simply reflects averages and frequencies in a finite population or subpopulation.

The next assumption requires \( Z \) to have some effect on the average probability of treatment.

**Assumption 4: Nonzero Average Causal Effect of \( Z \) on \( D \).**

The average causal effect of \( Z \) on \( D \), \( E[D_i(1) - D_i(0)] \) is not equal to zero.

The final assumption that we make, originally formulated by Imbens and Angrist (1994), says that there is no one who does the opposite of his assignment, no matter what the assignment.

**Assumption 5: Monotonicity (Imbens and Angrist 1994).**

\( D_i(1) \geq D_i(0) \) for all \( i = 1, \ldots, N \).

We refer to the combination of Assumptions 4 and 5, implying that \( D_i(1) \geq D_i(0) \) with inequality for at least one unit as strong monotonicity.

Assumptions 1–5 lead to our formal definition of an instrument in the RCM.

**Definition 3: Instrumental Variable for the Causal Effect of \( D \) on \( Y \).**

A variable \( Z \) is an instrumental variable for the causal effect of \( D \) on \( Y \) if: its average effect on \( D \) is nonzero, it satisfies...
the exclusion restriction and the monotonicity assumption, it is randomly (or ignorably) assigned, and SUTVA holds (i.e., if Assumptions 1–5 hold).

3.3 Interpreting the Instrumental Variables Estimand

SUTVA and the exclusion restriction are sufficient to establish a fundamental relationship between the intention-to-treat effects of $Z$ on $Y$ and $D$ and the causal effect of $D$ on $Y$ at the unit level:

$$Y_i(1, D_i(1)) - Y_i(0, D_i(0))$$

$$= Y_i(D_i(1)) - Y_i(D_i(0))$$

$$= [Y_i(1) \cdot D_i(1) + Y_i(0) \cdot (1 - D_i(1))]$$

$$- [Y_i(1) \cdot D_i(0) + Y_i(0) \cdot (1 - D_i(0))]$$

$$= (Y_i(1) - Y_i(0)) \cdot (D_i(1) - D_i(0)).$$  \hspace{1cm} (9)

Thus the causal effect of $Z$ on $Y$ for person $i$ is the product of (i) the causal effect of $D$ on $Y$ and (ii) the causal effect of $Z$ on $D$. We can therefore write the average causal effect of $Z$ on $Y$ as the weighted sum of average causal effects for two subpopulations, both with $D_i(0) \neq D_i(1)$:

$$E[Y_i(1, D_i(1)) - Y_i(0, D_i(0))]$$

$$= E[(Y_i(1) - Y_i(0)) (D_i(1) - D_i(0))]$$

$$= E[Y_i(1) - Y_i(0)] D_i(1) - D_i(0) = 1$$

$$\cdot P[D_i(1) - D_i(0) = 1]$$

$$- E[(Y_i(1) - Y_i(0)) (D_i(1) - D_i(0)) = -1]$$

$$\cdot P[D_i(1) - D_i(0) = -1].$$  \hspace{1cm} (10)

The weights do not sum to 1 but rather to $P[D_i(0) \neq D_i(1)]$. Equation (10) does not use monotonicity. The monotonicity assumption requires that $D_i(1) - D_i(0)$ equals either zero or one, so that the average causal effect of $Z$ on $Y$ equals the product of the average causal effect of $D$ on $Y$ for persons with $D_i(0) = 0$ and $D_i(1) = 1$ and their proportion in the population:

$$E[Y_i(D_i(1), 1) - Y_i(D_i(0), 0)]$$

$$= E[(Y_i(1) - Y_i(0)) D_i(1) - D_i(0) = 1]$$

$$\cdot P[D_i(1) - D_i(0) = 1].$$  \hspace{1cm} (11)

This establishes the relationship between the IV estimand and the causal effect of $D$ on $Y$, which we summarize as a formal proposition.

**Proposition 1: Causal Interpretation of the IV Estimand.**

Given Assumptions 1, 3, 4, and 5, the instrumental variables estimand is

$$E[Y_i(D_i(1), 1) - Y_i(D_i(0), 0)]$$

$$= E[(Y_i(1) - Y_i(0)) | D_i(1) - D_i(0) = 1].$$  \hspace{1cm} (12)

We call this the Local Average Treatment Effect (LATE). This result follows directly from (11) combined with two facts: first, that the monotonicity assumption implies that $E[Y_i(D_i(1) - D_i(0)) = P[D_i(1) - D_i(0) = 1]$, and second, that $E[D_i(1) - D_i(0)]$ differs from zero.

Table 1 helps interpret this result. The four values of $(D_i(0), D_i(1))$ in this two-by-two table generate three distinct values of $D_i(1) - D_i(0)$. Individuals with $D_i(1) - D_i(0) = 1$ (bottom left) are induced to take the treatment by assignment to the treatment, and the causal effect of $Z$ on $Y$ is $Y_i(1) - Y_i(0)$ for individuals of this type, whom we refer to as compliers. The value of $D_i(1) - D_i(0) = 0$ (diagonal elements) implies that individual $i$ does not change treatment status with the assigned treatment; the causal effect of $Z$ on $Y$ is zero for such individuals by the exclusion restriction. If $D_i(0) = D_i(1) = 0$, the individual is referred to as a never-taker; or in our application, a draft avoider; whereas if $D_i(0) = D_i(1) = 1$, the individual is an always-taker, or, in our application, a volunteer. Finally, individuals with $D_i(1) - D_i(0) = -1$ (top right) do the opposite of their assignment; they are induced to avoid the treatment by assignment to it, and induced to take the treatment by assignment to the control group. We call such individuals defiers, as suggested by Balke and Pearl (1993) in a comment on an earlier version of this paper (Angrist, Imbens, and Rubin 1993). The causal effect of $Z$ on $Y$ for these individuals is $Y_i(0) - Y_i(1)$. Finally, we refer to never-takers, always-takers, and defiers jointly as noncompliers. Note that these labels—compliers, defiers, never-takers, always-takers, and noncompliers—are simply definitions given SUTVA in this experiment and are not assumptions about individual behavior.

By virtue of the exclusion restriction, the two subpopulations corresponding to the two diagonal elements of Table 1 are characterized by a zero causal effect of $Z$ on $Y$. By virtue of the monotonicity assumption there are no defiers,
and the group corresponding to the top-right element in the table is empty. Finally, by virtue of Assumption 4, the proportion of the population in the cell corresponding to compliers differs from zero and is equal to the average causal effect of \( Z \) on \( D \). Combined, these assumptions imply that the average causal effect of \( Z \) on \( Y \) is proportional to the average causal effect of \( D \) on \( Y \) for compliers. This is the result in Proposition 1.

Because we can estimate the two intention-to-treat estimands by virtue of random assignment, we can also estimate their ratio; that is, the IV estimand. The ratio of the usual unbiased estimators for the intention-to-treat estimands given in (7) and (8) is equal to the standard instrumental variables estimator for binary instruments given in (6). This estimator does not exploit all the implications of the model developed in this section. In Imbens and Rubin (1994a,b) we discuss implications of this model for estimation.

Finally, it is important to note that (under our assumptions) we cannot generally identify the specific members of the group of compliers, defined by \( D_i(0) = 0, D_i(1) = 1 \), for whom we can identify the average treatment effect. Thus, the local average treatment effect (i.e., the average causal effect for compliers) is not the average treatment effect for either the entire population or for a subpopulation identifiable from observed values. Stronger assumptions are needed for the identification of average causal effects for subpopulations identifiable from observed data. One assumption that achieves this is random assignment to a control group denied treatment, so that \( D_i(0) = 0 \) for all \( i \) (Zelen 1979; Angrist and Imbens 1991). For examples of other such assumptions see Heckman (1990), Robins and Tsiatis (1991), Efron and Feldman (1991), and Manski (1994).

4. COMPARING THE STRUCTURAL EQUATION AND POTENTIAL OUTCOMES FRAMEWORK

In Section 2 we described a structural equation model for the effect of military service on a health outcome using an indicator of draft eligibility as an instrument. Here we contrast that framework with the approach developed for the same problem in Section 3. In particular, we compare the formulation and clarity of the assumptions in each case. This comparison is useful because several authors have attributed the absence of structural equation methods in statistics to the manner in which such models are commonly formulated. For example, in his discussion of the connection between structural equation methods and path analysis, Goldberger (1972) quoted Moran (1961): “The main reason why Sewall Wright’s method of path coefficients is often found difficult to understand is that expositions of the theory do not make clear what assumptions are made” (p. 988). Similarly, Holland (1988) writes, “it is not always evident how to verify assumptions made about [regression disturbances]. For example, why should [they] be independent of \([Z]\) ... when the very definition of [the disturbances] involves \([Z]\)” (p. 458).

4.1 The Exclusion Restriction and Ignorable Treatment Assignment

The econometric version of these assumptions requires that the disturbances in the response equation (1) and the participation equation (2) be uncorrelated with, or independent of, the assignment \( Z \). In Imbens and Angrist (1994) this assumption is formulated in a framework using potential outcomes indexed only against the level of the treatment \( D \).

The framework we develop here separates this requirement into two assumptions about potentially observable quantities: the exclusion restriction, which says nothing about the treatment assignment mechanism, and ignorable treatment assignment, which says nothing about possible direct effects of assignment.

First, the exclusion restriction requires that the instrument have no effect on the outcome except through \( D \). Thus to verify this assumption, the researcher must consider, at the unit level, the effect of changing the value of the instrument while holding the value of the treatment fixed. To clarify the distinction between this formulation and the econometric formulation, consider the four subpopulations defined by the values of \( D_i(0) \) and \( D_i(1) \) in Table 1. Someone with \( D_i(0) = D_i(1) = 1 \) would always serve in the military with a low or high draft lottery number. It seems reasonable to assume that for such a person, the draft lottery number has no effect on health outcome. Next, consider someone with \( D_i(0) = D_i(1) = 0 \), who would have managed to avoid military service with a high or low lottery number. For someone exempted from military service for medical reasons, it seems plausible that there was no effect of the draft lottery number. But a draftee who managed to avoid military service by staying in school or moving abroad could experience an effect of \( Z \) on future life outcomes that would violate the exclusion restriction. For both these groups of noncompliers, the exclusion restriction requires the researcher to consider a difference in outcomes that were potentially observable, even though after the population was randomly allocated to treatment and control groups, only one of the outcomes was actually observed. In fact, if one could identify compliers and noncompliers, then it would be possible to test the exclusion restriction by comparing average outcomes for noncompliers by assignment status.

For compliers with \( D_i(0) = 0, D_i(1) = 1 \), the exclusion restriction compares outcomes that cannot be observed: it requires that \( Y_i(0, D_i(0)) = Y_i(1, D_i(0)) \) and \( Y_i(1, D_i(1)) = Y_i(0, D_i(1)) \). For this group, the exclusion restriction amounts to attributing the effect of \( Z \) on \( Y \) to the change in the treatment received \( D \) rather than to the change in assignment \( Z \). Such an assumption is not innocuous, and efforts to ensure it form the rationale for blind-
least ignorable, treatment assignment $Z$. This assumption is trivially satisfied if physical randomization took place, as in the application in Section 6 where $Z$ is a function of a lottery number. Our formulation makes clear that randomization of the instrument, though sufficient to allow unbiased estimation of the average treatment effect of $Z$ on $Y$ and of the average treatment effect of $Z$ on $D$, does not imply that the IV estimand is interpretable as an average causal effect. In most applications of IV, however, the instrument is not randomly assigned, and this assumption must be argued more carefully. Examples include Angrist and Krueger’s (1991) use of quarter of birth as an instrument for the effect of schooling on earnings, Card’s (1993) use of distance to college as an instrument for the effect of schooling on earnings, and McClellan and Newhouse’s (1994) use of relative distance to hospital as an instrument for the effect of catherization on mortality after acute myocardial infarction.

Whereas the exclusion restriction requires the researcher to contemplate the effect of specific treatments on outcomes, the ignorability assumption requires consideration of the assignment mechanism. Violations of these different assumptions can have different sources and consequences. In our view, pooling these assumptions into the single assumption of zero correlation between instruments and disturbances has led to confusion about the essence of the identifying assumptions and hinders assessment and communication of the plausibility of the underlying model.

4.2 The Monotonicity Condition

The monotonicity assumption rules out the existence of defiers, characterized by $D_i(0) = 1$ and $D_i(1) = 0$. Permutt and Hebel (1989) informally discussed a variant of this assumption in a reanalysis of a program designed to induce pregnant women to stop smoking. In that context, the assumption implies that everyone who would stop smoking if they were in the control group, which received no encouragement to stop smoking, would also stop smoking if encouraged to do so by being in the treatment group. Robins (1989) discussed the effect of this assumption on bounds on population average treatment effects. Monotonicity is implied by designs where those assigned to the control group are prevented from receiving the treatment, as in Zelen’s (1979) single-consent designs.

Monotonicity has no explicit counterpart in the econometric formulation, but is implicit in the use of an equation with constant parameters for the relation between $Z_i$ and $D_i$. The model developed in Section 3 suggests that the constant parameter assumption embodied in (2) is much stronger than needed. On the other hand, it is not sufficient to postulate a nonzero covariance between treatment and assignment, as in (5), for the interpretation of the IV estimand as an average of causal effects.

4.3 Reduced Form and Structural Parameters

Reduced-form parameters for the draft lottery application are the coefficients from a regression of $Y$ on $Z$ and $D$ on $Z$. In our formulation, these are the average intention-to-treat effects under Assumptions 1 and 2. The structural parameter $\beta_1$ is the average effect of the treatment itself on $Y$ for the subpopulation that complies with assignment. The econometric approach does not distinguish between an effect for the entire population and an effect for the subpopulation of compliers. In our view LATE is structural in the Goldberger (1972) sense of representing a causal link, but not necessarily structural in the sense of representing a parameter that is invariant across populations. Despite this potential lack of generalizability, we view LATE as interesting (perhaps in combination with the intention-to-treat estimand) because it is an average of unit level causal effects of the treatment of interest. For example, for a potential recruit, the average effect of actual military service for a specific subpopulation is likely to be of greater interest than the population average effect of draft eligibility.

A similar rationale applies to clinical trials, which are often based on populations that are more homogeneous than, and not representative of, the population that will eventually be subjected to the treatment. The presumption in such cases, and in our analysis, is the average over the subpopulation of those whose behavior can be modified by assignment are likely to be informative about population averages of those who comply in the future, even if there is substantial heterogeneity in individual-level causal effects.

It should be stressed, however, that the assumptions needed for a causal interpretation of the instrumental variables estimand (Assumptions 1 and 3–5) are substantially stronger than those needed for the causal interpretation of the intention-to-treat estimand (Assumption 1). The plausibility of the additional assumptions (i.e., the exclusion restriction and the monotonicity assumption) must be taken into account when facing the choice to report estimates of the intention-to-treat estimands, of the IV estimands, or both.

5. SENSITIVITY OF THE IV ESTIMAND TO CRITICAL ASSUMPTIONS

The assumptions laid out in Section 3 are sufficient conditions for the identification of a meaningful average treatment effect. In this section we discuss the sensitivity of the IV estimand to deviations from the IV assumptions. As this discussion makes clear, violations of these assumptions need not be catastrophic. We focus on Assumptions 3 and 5 because they form the core of the IV approach. Assumption 4 (a nonzero average causal effect of $Z$ on $D$) is conceptually straightforward and easy to check. Assumptions 1 and 2 are standard in the RCM approach, and sensitivity to particular violations of those assumptions has been previously discussed (e.g., Rosenbaum and Rubin 1983). In general the IV estimand is most likely to be sensitive to violations of the exclusion restriction and the monotonicity assumption when there are few compliers. In Section 6 we illustrate how this sensitivity analysis can be applied.

5.1 Violations of the Exclusion Restriction

First, we consider violations of the exclusion restriction, while maintaining the other assumptions, stability, and
strong monotonicity. If subject \( i \) is a noncomplier, that is, \( D_i(0) = D_i(1) \), then the causal effect of \( Z \) on \( Y \) is

\[
H_i = Y_i(1, d) - Y_i(0, d),
\]

where \( d = 0 \) if subject \( i \) is a never-taker and \( d = 1 \) if subject \( i \) is an always-taker. Under the exclusion restriction, \( H_i = 0 \) for all compliers.

**Proposition 2.** Given stability and strong monotonicity, but without the exclusion restriction for noncompliers, the IV estimand equals the Local Average Treatment Effect plus a bias term given by (14):

\[
\begin{align*}
&\frac{E[Y_i(1, D_i(1)) - Y_i(0, D_i(0))]}{E[D_i(1) - D_i(0)]} \\
&\quad - \frac{E[Y_i(1, D_i(1)) - Y_i(0, D_i(0))|i \text{ is a complier}]}{P[i \text{ is a complier}]} \\
&\quad + \frac{E[H_i|i \text{ is a complier}]}{P[i \text{ is a complier}]}.
\end{align*}
\]

The bias of the IV estimand relative to the Local Average Treatment Effect equals the average direct effect of \( Z \) on \( Y \) for noncompliers multiplied by the odds of being a noncomplier.

When there is a direct effect of assignment on the outcome for noncompliers, it is plausible that there is also a direct effect of assignment on outcome for compliers. Suppose that for each complier, assignment and treatment had additive effects on the outcome \( Y \); that is,

\[
Y_i(1, 0) - Y_i(0, 0) = Y_i(1, 1) - Y_i(0, 1),
\]

for all compliers. Additivity for compliers allows us to define the causal effect of \( Z \) on \( Y \) for compliers as

\[
H_i = Y_i(1, d) - Y_i(0, d) \quad \text{for } d = 0, 1 \quad \text{[analogous to the definition for noncompliers given in (13)]}
\]

and the causal effect of \( D \) on \( Y \) as \( G_i = Y_i(z, 1) - Y_i(z, 0) \). We can then write the IV estimand as

\[
\begin{align*}
&\frac{E[Y_i(1, D_i(1)) - Y_i(0, D_i(0))]}{E[D_i(1) - D_i(0)]} \\
&\quad - \frac{E[Y_i(1, D_i(1)) - Y_i(0, D_i(0))|i \text{ is a complier}]}{P[i \text{ is a complier}]} \\
&\quad + \frac{E[H_i]}{P[i \text{ is a complier}]}.
\end{align*}
\]

The bias relative to the average causal effect of \( D \) on \( Y \) for compliers, the second term in (15), can also be written as

\[
E[H_i|i \text{ is a complier}] + E[H_i|i \text{ is a complier}] \\
\frac{P[i \text{ is a complier}]}{P[i \text{ is a complier}]},
\]

The first term in the bias in (16) has nothing to do with noncompliance, but is the bias due to the direct effect of assignment for those who take the treatment. If compliance were perfect, the second term would be zero but the first term of the bias would still be present. The increased bias in the IV estimand due to noncompliance is directly proportional to the product of the average size of the direct effect of \( Z \) for noncompliers and the odds of noncompliance given monotonicity. The higher the correlation between the instrument and the treatment status (i.e., the “stronger” the instrument), the smaller the odds of noncompliance, and consequently the less sensitive the IV estimand is to violations of the exclusion assumption.

### 5.2 Violations of the Monotonicity Condition

Next we consider violations of the monotonicity assumption. Because we maintain the exclusion restriction, the causal effect of \( D \) on \( Y \) for person \( i \) with \( D_i(1) \neq D_i(0) \) is still uniquely defined, and equal to \( Y_i(1) - Y_i(0) \).

**Proposition 3.** Given stability, the exclusion restriction, and a nonzero average causal effect of \( Z \) on \( D \), but without the monotonicity assumption, the IV estimand equals the Local Average Treatment Effect plus a bias term given by (17):

\[
\begin{align*}
&\frac{E[Y_i(1, D_i(1)) - Y_i(0, D_i(0))]}{E[D_i(1) - D_i(0)]} \\
&\quad - \frac{E[Y_i(1) - Y_i(0)|i \text{ is a complier}]}{P[i \text{ is a defier}] - P[i \text{ is a defier}]},
\end{align*}
\]

where

\[
\lambda = \frac{P(i \text{ is a defier})}{P(i \text{ is a complier}) - P(i \text{ is a defier})}.
\]

The bias due to violations of monotonicity is composed of two factors. The first factor, \( \lambda = P(i \text{ is a defier})/(P(i \text{ is a complier}) - P(i \text{ is a defier})) \), is related to the proportion of defiers and is equal to zero under the monotonicity assumption. The smaller the proportion of defiers, the smaller the bias will be from violations of the monotonicity assumption. However, because the denominator of this factor is the average causal effect of \( Z \) on \( D \), the bias can be large even if there are few defiers, as long as the average causal effect of \( Z \) on \( D \) is small. Note again that the stronger the instrument, the less sensitive the IV estimand is to violations of the monotonicity assumption. The second factor is the difference in average causal effects of \( D \) on \( Y \) for the compliers and defiers. If the average causal effects of \( D \) on \( Y \) are identical for defiers and compliers, violations of the monotonicity assumption generate no bias. The less variation there is in the causal effect of \( D \) on \( Y \), the smaller the bias from violations of the monotonicity assumption.

Without monotonicity, the IV estimand can also be written as

\[
(1 + \lambda) \cdot E[Y_i(1) - Y_i(0)|i \text{ is a complier}] \\
- \lambda \cdot E[Y_i(1) - Y_i(0)|i \text{ is a defier}],
\]

with \( \lambda \) as defined in (18). In this representation, the estimand is still a weighted average of average treatment effects despite the violation of the monotonicity assumption, but the weights are always outside the unit interval because \( \lambda > 0 \).
6. AN APPLICATION: THE EFFECT OF MILITARY SERVICE ON CIVILIAN MORTALITY

Hearst, Newman, and Huley (1986) showed that men with low lottery numbers in the Vietnam Era draft lottery (i.e., men with \( Z_i = 1 \)) had elevated mortality after their discharge from the military. The authors attribute this elevated mortality to the detrimental effect of serving in the military during wartime on well-being. Similarly, Angrist (1990) attributed differences in subsequent earnings by lottery number to the effect of serving in the military on earnings. These conclusions are primarily based on the fact that between 1970 and 1973, priority for the draft was randomly assigned in a lottery using dates of birth. Each date of birth in the cohorts at risk of being drafted was assigned a random sequence number (RSN) from 1–365. The Selective Service called men for induction by RSN up to a ceiling determined by the defense department. Men born in 1950 were potentially drafted up to RSN 195 in 1970, men born in 1951 were potentially drafted up to RSN 125 in 1971, and men born in 1952 were potentially drafted up to RSN 95 in 1972. We refer the reader to Hearst et al. (1986) and Angrist (1990) for further details on these data and the draft.

In their paper, Hearst et al. focused on the difference in mortality risk by draft status. For example, they compare the number of deaths of men born in 1950 with RSN below 195 to the number of deaths of men born in 1950 with RSN above 195. Our purpose in returning to this example is twofold. First, we discuss the validity of Assumptions 1–5 in this context. Second, we show how the sensitivity of the estimated average treatment effect to violations of the exclusion restriction and the monotonicity assumption can be explored using the results from the previous section.

6.1 Assessment of Assumptions 1–5

The potential outcome in this example, \( Y_i(z, d) \), is an indicator variable equal to one if person \( i \) would have died between 1974 and 1983 given lottery assignment \( z \) and military service indicator \( d \). To distinguish this from mortality during the war period, we refer to \( Y_i \) as civilian mortality. For simplicity, we ignore the effect that mortality during the war might have on the size of the population at risk.

For a valid causal interpretation of the IV estimand, we require:

- SUTVA, Assumption 1: The veteran status of any man at risk of being drafted in the lottery was not affected by the draft status of others at risk of being drafted, and, similarly, that the civilian mortality of any such man was not affected by the draft status of others;
- Ignorable Assignment, Assumption 2: Assignment of draft status was random;
- Exclusion restriction, Assumption 3: Civilian mortality risk was not affected by draft status once veteran status is taken into account;
- Nonzero Average Causal Effect of \( Z \) on \( D \), Assumption 4: Having a low lottery number increases the average probability of service;
- Monotonicity assumption, Assumption 5: There is no one who would have served if given a high lottery number, but not if given a low lottery number.

Although we believe these assumptions are plausible, a case can be made for violations of most. For example, it has been argued that the fraction of a cohort that served in the military affects the civilian labor market response to veterans (De Tray 1982). If this assertion is true, then the SUTVA assumption very likely does not hold. Another reason for possible violations of SUTVA is that people not drafted may be induced to serve in the military by friends who were drafted.

There is also some evidence that some men with low lottery numbers changed their educational plans so as to retain draft deferments and avoid the conscription (Angrist and Krueger 1992b). If so, then the exclusion restriction could be violated, because draft status may have affected civilian outcomes through channels other than veteran status. We return to this issue in some detail shortly.

Monotonicity would be violated if, for example, someone, who would have volunteered for the Navy when not at risk of being drafted because of a high lottery number, would have chosen to avoid military service altogether when at risk of being drafted because of a low lottery number. It seems unlikely that there were many in the population in this category.

It is clear that the Assumption 4 is satisfied because the likelihood of serving in the military sharply increases with draft status.

Another uncontroversial assumption is the ignorability of treatment assignment, which allows simple unbiased estimation of the average causal effects of \( Z \) on \( D \) and of \( Z \) on \( Y \). Although there is some evidence that the first lottery, which was executed using a poorly designed physical randomization, was not actually random (Fienberg 1971) it nevertheless is almost certainly ignorable. Ignoring this complication and postponing consideration of the possible problems with the exclusion restriction and the monotonicity condition, we forge ahead with the IV approach.

6.2 The Instrumental Variables Estimates

Table 2 presents data and some estimates of the effects of military service on civilian mortality for white men born in 1950 and 1951 by year of birth and draft status. Column 3 shows the number of deaths in both Pennsylvania and California between 1974–1983. Columns 5 and 6 show the average number of civilian deaths and suicides respectively per 1,000, computed as the number of deaths divided by the population at risk estimated using the 1970 census. Column 7 shows the frequency of veteran status, estimated from the 1984 Survey of Income and Program Participation (SIPP). In columns 5–7, the entries in the third pair of rows give the difference in probability of death, suicide, and veteran status between those with low and high lottery numbers (draft eligible or not). The fourth pair of rows in columns 5 and 6 give the ratio of these differences to the difference in the probability of being veteran by draft eligibility. These are the standard IV estimates. An alternative approach to
estimating the local average treatment effect, which takes into account the full implications of the assumptions, is provided in Imbens and Rubin (1994b).

As a specific example, consider men born in 1950. Of the men with low lottery numbers ($Z_i = 1$), 35.3% actually served in the military. Of those who had high lottery numbers ($Z_i = 0$), only 19.3% served in the military. Random assignment of draft status suggests that draft status had a causal effect that increased the probability of serving by an estimated 15.9% on average. Similarly, of those with low lottery numbers, 2.04% died between 1974 and 1983, compared to 1.95% of those who had high lottery numbers. The difference of .09% can be interpreted as an estimate of the average causal effect of draft status on civilian mortality. Assuming that these estimated causal effects are population averages, the ratio of these two causal effects of draft status is, under the Assumptions 1–5, the causal effect of military service on civilian mortality for the 15.9% who were induced by the draft to serve in the military. For this group, the average causal effect is .56%, which amounts to approximately a 25% increase in the probability of death (given average mortality rates around 7%). These estimates highlight the fact that the IV estimator does not require observations on individuals; sample averages of outcomes and treatment indicators by values of the instruments are sufficient. In applications like the one discussed here, these moments are drawn from different data sets. (For a detailed discussion of IV estimation with moments from two data sets, see Angrist and Krueger 1992a.)

### 6.3 Sensitivity to the Exclusion Restriction

Suppose that the exclusion restriction is violated because men with low lottery numbers were more likely to stay in school. A schooling–lottery connection could arise because, for much of the Vietnam period, college and graduate students were exempt from the draft. Although new graduate student deferments were eliminated in 1967 and new undergraduate deferments were eliminated in December 1971, many of the men with low lottery numbers in 1970 and 1971 could have postponed conscription by staying in school. Working with special versions of the March 1979 and March 1981–1985 Current Population Surveys (CPS’s), Angrist and Krueger (1992b) showed that men born in 1951 with lottery numbers 1–75 had completed .358 more years of schooling than men with lottery numbers above 150, who were not drafted.

How much bias in estimates of the effect of military service on mortality is this correlation between lottery numbers and schooling likely to generate? Addressing this question requires data on the connection between schooling and mortality. The relationship between socioeconomic variables and mortality is uncertain and the subject of considerable research in epidemiology and social science. (An early study in this area is Kitagawa and Hauser 1973.) For the purposes of illustration, we have taken estimates from Duleep’s (1986) study of socioeconomic variables and mortality using men surveyed in the March 1973 CPS and linked to 1973–1978 Social Security data. Estimates presented in Table 1 of Duleep (1986) suggest that married white men 25 years old with 1–3 years of college have

### Table 2. Data on Civilian Mortality for White Men Born in 1950 and 1951

<table>
<thead>
<tr>
<th>Year</th>
<th>Draft eligibility</th>
<th>Probability of death</th>
<th>Probability of suicide</th>
<th>Probability of military service</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Number of deaths</td>
<td>Number of suicides</td>
<td></td>
</tr>
<tr>
<td>1950</td>
<td>Yes</td>
<td>2,601</td>
<td>436</td>
<td>.0204 (.0004)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>2,169</td>
<td>352</td>
<td>.0195 (.0004)</td>
</tr>
<tr>
<td></td>
<td>Difference (Yes minus No)</td>
<td>.0039 (.0004)</td>
<td>(.0002)</td>
<td>.1593 (.0003)</td>
</tr>
<tr>
<td></td>
<td>IV estimates¹</td>
<td>.0056 (.0004)</td>
<td>.0013 (.0003)</td>
<td></td>
</tr>
<tr>
<td>1951</td>
<td>Yes</td>
<td>1,494</td>
<td>279</td>
<td>.0170 (.0004)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>2,823</td>
<td>480</td>
<td>.0168 (.0003)</td>
</tr>
<tr>
<td></td>
<td>Difference (Yes minus No)</td>
<td>.0055 (.0006)</td>
<td>(.0002)</td>
<td>.1362 (.0005)</td>
</tr>
<tr>
<td></td>
<td>IV estimates¹</td>
<td>.0015 (.0005)</td>
<td>.0022 (.0003)</td>
<td></td>
</tr>
</tbody>
</table>

¹ Determined by lottery number cutoff: RSN 195 for men born in 1950, and RSN 125 for men born in 1951.
² From California and Pennsylvania administrative records, all deaths 1974–1983. Data sources and methods documented by Hearst et al. (1986). Note: Sample sizes differ from Hearst et al., because non-U.S.-born are included to match SIPP data in the last column.
³ The mortality figures are tabulated from the data set analyzed by Hearst et al. (1986).
⁴ The estimated population at risk is from the author’s tabulation of 1970 census data. Estimates by draft-eligibility status are computed assuming a uniform distribution of lottery numbers.
⁵ Standard errors are given in parentheses.

The standard errors, following econometric practice (e.g. Imbens and Angrist 1994), were calculated based on a normal approximation to the sampling distribution of the ratio of the difference in estimated probability of death/suicide and the difference in estimated probability of serving. We assume independence of numerator and denominator because they were calculated from different data sets. Pooled estimates show a statistically significant increase in risk at conventional significance levels (e.g., Hearst, Newman, Huley 1986).
mortality rates roughly .0017 per thousand higher than do men with only high school degrees.

Assume that the excess mortality among men with some college accumulates linearly, so that an additional year of schooling raises mortality by \( .0017 \times (1/3) = .00056 \). Men with low lottery numbers may have as much as .358 more years of schooling than men with high lottery numbers. Thus an estimate of the mortality difference attributable to the effect of draft status on schooling is \( .358 \times .00056 = .00019 \), essentially as large as the .0002 observed difference in mortality by draft status for white men born in 1951. Assuming additive causal effects of education and military service on mortality, the bias formula (15) applied to this example is \( E[H_i]/(E[D_i(1) − D_i(0)]) \), which is estimated by \( .00019/.1362 = .0014 \) because there is a .1362 difference in the probability being a veteran by draft eligibility status. Thus taking account of this potential bias could eliminate the estimated .0015 impact of veteran status on civilian mortality!

This calculation illustrates the cautions that should accompany the IV estimates. But the extent to which the causal interpretation of the estimates in Table 2 should be discounted in light of these findings is unclear. First, there is no evidence of a schooling–lottery number connection for the 1950 cohort, yet lottery-based estimates of the effects of service are even larger for men born in 1950 than for the 1951 cohort used in the illustration. Second, the schooling–mortality connection is not well determined [the Duleep (1986) estimate used here is not actually significantly different from zero], and this relationship is also subject to sign reversals. For example, although men with some college have higher mortality than high school–only graduates, the Duleep study showed almost no difference between the mortality of high school only graduates and college graduates. Thus, a calculation based solely on graduates would indicate no bias.

6.4 Sensitivity to the Monotonicity Assumption

Without monotonicity, the average causal effect of \( Z \) on \( D \) estimates the difference between the proportions of compliers and defiers. Table 2 therefore suggests that 15.93% more people are compliers than defiers. Suppose that 5% of the population are defiers. This would imply that about 21% of the population are compliers, and that the multiplier \( P[i \text{ is a defier}]/(P[i \text{ is a complier}] − P[i \text{ is a defier}]) \) could be as large as .33 rather than zero, as required by monotonicity. Next, suppose that we assume the difference between average treatment effects for compliers and defiers is at most .0041. This number was chosen because the range of IV estimates in Table 2 (.0056 for 1950 and .0015 for 1951) is equal to this amount. This implies that the estimated average treatment effect for compliers could be as small as .0056 − .33 \times .0041 = .0042 or as large as .0056 + .33 \times .0041 = .0070. To reverse the sign of the average causal effect through violations of the monotonicity assumption would therefore require the presence of an implausibly large group of defiers, or very large differences between average effects for compliers and defiers.

7. CONCLUSION

In this article we have outlined a framework for causal inference in settings where random assignment has taken place, but compliance is not perfect; that is, the treatment received is nonignorable. In an attempt to estimate the effect of receipt of treatment, rather than assignment of treatment as in intention-to-treat analysis, we make use of instrumental variables. This approach has long been used by economists in the context of regression models with constant treatment effects. We show that this technique can be fit into the Rubin Causal Model and used for causal inference without assuming constant treatment effects. The advantages of embedding this approach in the RCM are twofold. First, it makes the nature of the identifying assumptions more transparent. Second, it allows us to consider the sensitivity of results to deviations from these assumptions in a straightforward manner. We hope that the approach outlined in this article serves to make the IV approach more accessible to statisticians, while helping economists understand and interpret the strong assumptions required for a causal interpretation of IV estimates.

[Received June 1993. Revised December 1995.]

REFERENCES


We wish to complement the interesting paper by Angrist, Imbens, and Rubin (AIR) by offering several alternative analytic strategies. We focus on randomized drug treatment trials. In their discussion of noncompliance, AIR focuses on estimating the local average treatment effect (LATE), which is the average effect of treatment in the compliers. In contrast, Robins (1989) focused on estimation of the global average treatment effect (ATE) in the entire study population. Both LATE and ATE differ from the intent-to-treat (ITT) parameter, which is the average effect of treatment assignment. We show that in a typical placebo-controlled trial, all three parameters will equal zero under the sharp null hypothesis of no treatment effect. We argue that under the alternative, the ATE parameter can be of greater public health interest than the LATE or ITT parameter. We review results of Robins, Manski, and Balke and Pearl on the estimation of the ATE parameter. We show that in trials comparing a new therapy to a standard therapy, the null hypothesis of bioequivalence does not imply the ITT parameter is zero, and thus the ITT parameter is often of no public health interest. We review results on the estimation of the ATE parameter in bioequivalence trials.

Following AIR, for subject \( i = 1, \ldots, n \), \( Z_i \) denotes the dichotomous randomization indicator (i.e., treatment arm); \( D_i(z) \) denotes the actual treatment when randomized to arm \( z \); \( z = 0, 1; D_i = D_i(Z_i) \) denotes the observed treatment; \( Y_i(z, d) \) denotes the outcome that would be observed if randomized to arm \( z \) and treatment \( d \) were taken, \( z = 0, 1; d = 0, 1; Y_i = Y_i(Z_i, D_i(Z_i)) \) denotes the observed outcome; and expectations are sample averages. This notation incorporates Rubin’s stable unit treatment value assumption (SUTVA) assumption. Like AIR, we shall ignore sampling variability by restricting attention to estimands—the large-sample limits of estimators. The foregoing notation is sufficient to describe a trial in which each subject is either on or off a single active treatment; for example, a placebo-controlled trial. However, it is not sufficient to describe a bioequivalence trial that compares a new therapy to a standard therapy, because in a bioequivalence trial, noncompliers may choose to take no drug at all. Thus \( d \) needs to be at least trichotomous, corresponding to standard therapy, new therapy, and no therapy.

1. TRIALS WITH A SINGLE ACTIVE TREATMENT

Robins (1989) and AIR considered the analysis of randomized trials of a single active treatment with noncompliance under (1) the exclusion restriction \( Y_i(1, d) = Y_i(0, d) \) \( \equiv Y_i(d) \), for all \( i \) and \( d \), (2) the monotonicity assumption that \( D_i(1) \geq D_i(0) \) for all \( i \), and (3) the random assignment assumption that \( D_i(z), Y_i(z, d), z = 0, 1, d = 0, 1 \) are jointly independent of \( Z_i \) which we write as \( \{D_i(z), Y_i(z, d); z = (0, 1), d = (0, 1)\} \{Z_i\} \). Robins and AIR also investigated the sensitivity of inferences to violations of these assumptions. (The three assumptions correspond exactly to assumptions (1)–(3) in Robins 1989, p. 123.) Robins studied the average treatment effect (ATE) controlling for treatment assignment \( z \); that is, \( E[Y_i(z, 1) - Y_i(z, 0)] \). Under the exclusion restriction, \( \text{ATE}_1 = \text{ATE}_0 \equiv \text{ATE} \equiv E[Y_i(1) - Y_i(0)]. \) AIR studied the local average treatment effect among the compliers, which is \( E[Y_i(1) - Y_i(0)]D_i(1) - D_i(0) = 1 \) under the exclusion restriction. In contrast, the ITT parameter is \( E[Y_i(1, D_i(1)) - Y_i(0, D_i(0))]. \) Under random assignment, the ITT parameter equals the difference in treatment arm–specific means \( E[Y_i|Z_i = 1] - E[Y_i|Z_i = 0]. \)

Assuming the exclusion restriction, all three parameters will be zero under the sharp null hypothesis of no causal effect of \( D \) on \( Y \); that is, \( Y_i(1) = Y_i(0) \) for all \( i \). Even with noncompliance, the large investment in randomized trials is considered worthwhile because, in contrast to a nonrandomized study, valid tests of the sharp null hypothesis can be obtained from the observed data by comparing treatment arm–specific means. Debates over which of the three parameters should represent the causal parameter of interest arise under alternatives to the sharp null.

A common argument in favor of the ITT parameter is that it corresponds to the overall treatment effect that would be realized if the treatment were actually adopted in the community. But this argument assumes that the noncompliance rate observed in the trial would equal the subsequent rate in the community, which may often not be the case. For example, once the treatment is proven to be efficacious in a trial, then nearly all individuals in the community may be willing to stringently comply with the treatment protocol (Robins 1989). In such a case, if the study subjects are representative of the community, then the ATE parameter, rather than the ITT or LATE parameter, would correspond to the public health parameter of interest. An advantage of the LATE parameter is that it is identifiable under monotonicity, whereas the ATE parameter is not. But unless no subject in the control arm takes active treatment, the subset of the study population for whom the LATE parameter is the treatment effect (i.e., the compliers) is itself nonidentifiable (AIR 1995). As discussed later, the LATE parameter is not identifiable under more complex noncompliance patterns, even if monotonicity holds.

The distribution of the observed data only determines bounds for the ATE parameter. Assuming \( Y_i \) dichotomous,
Robins (1989) calculated bounds for $\text{ATE}_z$ under the $2^3 = 8$ combinations of the truth or falsity of the exclusion restriction, monotonicity, and random assignment. Related results were independently obtained by Manski (1990, 1994). Interestingly, the bounds for the $\text{ATE}_z$ parameter do not depend on the monotonicity assumption. Some argue against reporting bounds for nonidentifiable parameters, because bounds are often so wide as to be useless for making public health decisions. But we view the latter problem as a reason for reporting bounds in conjunction with other analyses; Wide bounds make clear that the degree to which public health decisions are dependent on merging the data with strong prior beliefs. Even when the ITT null hypothesis of equality of treatment arm–specific means is rejected, the bounds may appropriately include zero. If treatment benefits some subjects and harms others, the ATE parameter may be zero even though both the sharp and ITT null hypotheses are false. Conversely, the ATE parameter may be nonzero under the ITT null, seriously complicating the interpretation of tests of the ITT null in trials with substantial noncompliance. But there are times that bounds can be quite informative. For example, Balke and Pearl (1993) reanalyzed data from the Lipid Research Clinic’s Coronary Primary Prevention Trials and showed that the Robins–Manski bounds are quite informative, with the lower bound lying far above the null value of zero.

Henceforth we assume that both the exclusion restriction and the random assignment assumption hold. Balke and Pearl (1993) showed that for certain distributions of the observed data, the Robins–Manski bounds, 

$$
-1 + \max_x \{ \Pr(Y_i = 1, D_i = 1|Z_i = z) \} + \max_x \{ \Pr(Y_i = 0, D_i = 0|Z_i = z) \} \leq \text{ATE} \leq 1 - \max_x \{ \Pr(Y_i = 0, D_i = 1|Z_i = z) \} - \max_x \{ \Pr(Y_i = 1, D_i = 0|Z_i = z) \},
$$

are not sharp. They derived narrower sharp bounds for these distributions. Specifically, when the bounds do not coincide, the Robins–Manski bounds are sharp under the weak randomization assumption $Y_i(d) \perp Z_i, d = 0, 1$ (Manski 1994), whereas the Balke–Pearl bounds are sharp under the strong randomization assumption $\{Y_i(0), Y_i(1)\} \perp Z_i$. The strong randomization assumption is satisfied in a truly randomized study. The even stronger randomization assumption $\{Y_i(0), Y_i(1), D_i(0), D_i(1)\} \perp Z_i$, although appropriate in a randomized trial, does not change the ATE bounds. Balke and Pearl (1993) also showed that there are distributions of the observed data that are incompatible with jointly assuming the exclusion restriction and random assignment of $Z$.

If one wishes to identify the ATE parameter, further strong nonidentifiable assumptions must be added. Robins (1989, p. 122, assumptions 5–8) provided four different identifying assumptions and computed the ATE parameter under each as a form of sensitivity analysis. Assumption 6 of Robins (1989) implies that the ATE parameter equals the instrumental variable (IV) estimand $\{E[Y_i|Z_i = 1] - E[Y_i|Z_i = 0]\}/\{E[D_i|Z_i = 1] - E[D_i|Z_i = 0]\}$. This result assumes neither monotonicity nor that the subject-specific treatment effects $Y_i(1) - Y_i(0)$ are constant. Assumption 6 of Robins (1989) is the assumption that both (a) within each treatment arm $z$, the average treatment effect is the same for the treated ($D_i = 1$) as for the untreated ($D_i = 0$), i.e., $E[Y_i(1) - Y_i(0)|Z_i = z, D_i = 1] = E[Y_i(1) - Y_i(0)|Z_i = z, D_i = 0]$; and (b) the average treatment effect among the treated is the same for both treatment arms; that is, $E[Y_i(1) - Y_i(0)|Z_i = 1, D_i = 1] = E[Y_i(1) - Y_i(0)|Z_i = 0, D_i = 1]$. Assumptions (a) and (b) are always true under the sharp null. Robins (1989, sec. 16, 1994) introduced the class of structural nested mean models (SNMM’s) for the average effect of treatment on the treated. Assumption (b) is equivalent to assuming a simple SNMM. Robins (1994) proved that the SNMM (b) alone implies that the average treatment effect in the treated $E[Y_i(1) - Y_i(0)|D_i = 1]$ is the IV estimand. The additional assumption (a) guarantees that the average treatment effect in the untreated ($D_i = 0$) equals that in the treated ($D_i = 1$), and hence that the ATE parameter equals the IV estimand. An estimand or parameter that is zero if and only if the ITT parameter is zero is called ITT null consistent. Because, when defined, the IV estimand is ITT null consistent, the ATE parameter is also ITT null consistent under assumptions (a) and (b).

2. BIOEQUIVALENCE TRIALS

A critical difference between a trial with a single active therapy and a bio equivalence trial is that in the presence of noncompliance, the sharp null hypothesis of the bioequivalence of the two therapies does not imply equality of treatment arm–specific mean outcomes. Consider a randomized bioequivalence trial in which a new therapy ($D = 1$) is compared to standard proven therapy ($D = 0$). Suppose that all subjects are initially compliant, but 50% of subjects assigned to standard therapy ($Z = 0$) and 20% of subjects assigned to the new therapy ($Z = 1$) later become noncompliant and stop all therapy due to mild, easily palliated side effects. Even if the ITT parameter $E[Y_i|Z_i = 1] = E[Y_i|Z_i = 0]$ demonstrated a beneficial effect of assignment to the new therapy, the benefit might be wholly attributable to the high noncompliance rate in the standard therapy arm. Thus the ITT test of equality of treatment arm–specific means may not be of regulatory or public health interest. To formalize our point, we consider four treatments: always remain on standard therapy ($D = 0$); always remain on the new therapy ($D = 1$); begin standard therapy, then stop all therapy ($D = 2$); and begin the new therapy, then stop all therapy ($D = 3$). If all therapy terminations were due to mild, easily palliated side effects, then the sharp bioequivalence null hypothesis of medical interest is $Y_i(1) = Y_i(0)$ for all $i$. But this null hypothesis does not imply the ITT null $E[Y_i|Z = 1] = E[Y_i|Z = 0]$. The ITT null is implied by the sharp null hypothesis that $Y_i(d) = Y_i$, for all $i$ and $d = 0, 1, 2, 3$; this latter hypothesis is not of interest because it implies that being off therapy was as efficacious as being on the standard proven therapy, which is already known to be false.

In a bioequivalence trial, possible parameters of interest would be the ATE parameter $E[Y_i(1) - Y_i(0)]$ or the LATE
parameter \( E[Y_i(1) - Y_i(0)|D_i(1) = 1, D_i(0) = 0] \). Neither of these parameters is identifiable from bioequivalence trial data, even under a monotonicity assumption. Sharp bounds for the ATE parameter are \(-1 + \Pr(Y_i = 1, D_i = 1|Z_i = 1) + \Pr(Y_i = 0, D_i = 0|Z_i = 0) \leq \text{ATE} \leq 1 - \Pr(Y_i = 0, D_i = 1|Z_i = 1) - \Pr(Y_i = 1, D_i = 0|Z_i = 0)\). If one wishes to identify the ATE parameter, then further strong nonidentifiable assumptions must be added. Heyting, Tolboom, and Essers (1992), Robins (1987), Robins and Rotnitzky (1992), and Robins, Rotnitzky, and Zhao (1995) have studied identifying assumptions for ATE in this setting. If the decision to quit therapy is essentially a second randomization (i.e., \( Y_i(d) \square D_i | Z_i, L_i, d = 0, 1 \)) we say that the noncompliance is random. In that case, \( E[Y_i(d)] \) is identifiable and equal to \( E[Y_i(Z_i = d, D_i = d) | Z_i = d] \) for \( d = 0, 1 \). If, as is usually the case, one does not believe compliance is random given \( Z_i \), then one can try to collect data on additional pre- or post-randomization covariates \( L \) such that compliance is random conditional on the covariates; that is, \( Y_i(d) \square D_i | Z_i, L_i, d = 0, 1 \). Under this assumption, \( E[Y_i(Z_i = d, D_i = d)] \) is identifiable and, for discrete \( L \), equals \( \sum \Pr[Y_i | Z_i = d, D_i = d] \). Robins (1987) called this formula the \( G \) computation algorithm formula given covariates \( L \). This formula can also be written as the inverse probability of censored weighting (IPCW) estimator \( E[Y_i(I(Z_i = d, D_i = d)] \pi_1 d \pi_2 d (L_i)] \), where \( \pi_1 d = \Pr[Z_i = d] \) and \( \pi_2 d (L_i) = \Pr[D_i = d | Z_i = d, L_i] \).

The IPCW estimator is easily generalized to allow investigation of the sensitivity of the estimate of \( E[Y_i(d)] \) to the assumption \( Y_i(d) \square D_i | Z_i, L_i \). Let \( \pi_2 d (L_i, y) = \Pr[D_i = d | Z_i = d, L_i, Y_i(d) = y] \) be the probability of treatment \( D = d \) given \( Z_i = d, L_i, \) and \( Y_i(d) = y \). Note that \( \pi_2 d (L_i, y) \) is not identifiable, because we do not observe \( Y_i(d) \) for subjects for whom \( D_i \neq d \). In a sensitivity analysis, we select plausible functions \( \pi_2 d (L_i, y) \) based on our prior beliefs. For a given \( \pi_2 d (L_i, y), E[Y_i(d)] \) is given by the IPCW estimator with \( \pi_2 d (L_i, Y_i) \) substituted for \( \pi_2 d (L_i) \).

Robins et al. (1995, p. 118) also considered estimation of \( E[Y_i(d)] \) under the weaker assumption that \( \pi_2 d (L_i, y) \) followed a parametric model such as logit \( \pi_2 d (L_i, y) = \alpha_0 + \alpha_1 L_i + \alpha_2 Y_i \).

3. CONCLUSION

The ATE parameter can be of greater public health interest than either the LATE or ITT parameter. We have proposed methods for setting bounds and for constructing estimators of the ATE parameter both in single active treatment trials and in bioequivalence trials. Both structural nested models and IPCW estimators can be applied to complex trials with randomized and nonrandomized time-dependent treatments, noncompliance, and dependent censoring with either failure time or repeated-measures outcomes (Robins 1989, 1993, 1994; Robins and Greenland 1994).

ADDITIONAL REFERENCES


James J. Heckman

Angrist, Imbens, and Rubin (AIR) apply the method of instrumental variables (IV) to estimate the local average treatment effect (LATE) of Imbens and Angrist (1994). Application of IV is routine, even for evaluation models with heterogeneous responses to treatment, so there is nothing novel or controversial about the method.

LATE is a controversial parameter because it is defined for an unobservable subpopulation. Its use as an evaluation parameter thus is of questionable value. More controversial yet is AIR’s mischaracterization of the current state of knowledge about econometric models of simultaneity and selectivity. Econometrics has moved well beyond the (1943) model of Haavelmo and the simpler cases of the dummy endogenous variable model of Heckman (1978) to which the authors confine their attention in comparing their approach to econometric methods. It is interesting to contrast their commentary on econometric models for simultaneous equations with the commentary of scholars of causal analysis in science. For example, the distinguished philosopher Nancy Cartwright (1989) demonstrated how econometric methods for simultaneous equations elucidate causality, provide a coherent scheme for generating counterfactuals, and shed light on controversies in quantum mechanics.

This comment makes four points:

1. The “Rubin model” is a version of the widely used econometric switching regression model (Maddalala 1983; Quandt 1958, 1972, 1988). The Rubin model shares many features in common with the Roy model (Heckman and Honoré 1990; Roy 1951) and the model of competing risks (Cox 1962). It is a tribute to the value of the framework that it has been independently invented by different disciplines and subfields within statistics at different times.

2. Contrary to remarks by AIR, econometric work on simultaneous equations allows for variable responses to treatment, does not rely on arbitrary distributional assumptions, develops IV estimation methods for these models, examines the assumptions required to justify IV, and demonstrates that the assumptions required to use IV in the general case are very strong. This analysis is conducted within the context of clearly specified models of outcomes and regime selection that are motivated by behavioral theory. Econometricians make weaker mean independence assumptions rather than the strong independence assumptions made by AIR to identify their parameter.

3. The independence assumptions invoked by AIR are based on unspecified and implicit behavioral assumptions. These assumptions about behavior are very unattractive once they are clearly stated.

4. Econometric policy evaluation is designed to produce many counterfactuals from a common set of behavioral functions. Conditions required to nonparametrically identify this common set of functions are presented in the econometrics literature.

1. SWITCHING REGRESSION MODELS AND THE “RUBIN MODEL”

Counterfactuals are at the heart of any scientific study. Galileo was perhaps the first to use the thought experiment and the idealized method of controlled variation to define causal effects. Economists have used this method from the time of Alfred Marshall, who repeatedly used the principle of controlled variation in his ceteris paribus clauses. Since Haavelmo (1944), modern econometrics has been devoted to the construction and estimation of a broad array of counterfactuals. The construction of counterfactual states is the essence of econometric policy analysis (see Lucas and Sargent 1981).

Economists have used the following specific model of potential outcomes for at least 25 years. It has its origin in classical models of choice among discrete outcomes in mathematical psychology pioneered by Thurstone in the 1920s. (See Falmagne 1985 for an extensive bibliography; see also McFadden 1974 or Quandt 1972). There are two possible regimes, “0” or “1.” (The generalization to an arbitrary number is trivial. I use two regimes to conform to the setup of AIR.) Associated with each regime is an outcome (Y^0 or Y^1). There is a rule that selects regimes. Let D = 1 if “1” is selected; D = 0 otherwise. Variables X determine outcomes in the following sense: E(Y^1|X) = μ^1(X), E(Y^0|X) = μ^0(X). Variables X and Z determine D in the following sense: Pr(D = 1|X, Z) is a nontrivial function of both X and Z. The “mysterious errors” that AIR censure in econometric work (see the last paragraph of their sec. 2) are (U^0, U^1) defined as U^0 = Y^0 - E(Y^0|X), U^1 = Y^1 - E(Y^1|X). (There are more general models, as considered in Heckman and Robb 1985, but for the sake of brevity I consider only the simplest case.) These “errors” are well defined as long as E(Y^0) < ∞, E(Y^1) < ∞. If (U^0, U^1) are independent across observations “SUTVA” holds.

Only one regime is observed at any time. Let Y be the observed outcome. Δ = Y^1 - Y^0. Then

\[ Y = DY^1 + (1 - D)Y^0 = Y^0 + D(Y^1 - Y^0) = Y^0 + DΔ, \]
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so

\[ Y = \mu^0(X) + D(\mu^1(X) - \mu^0(X)) + U_1 - U_0 + U^0. \]  

(2)

The “gain” from going from “0” to “1” is \( \Delta = Y^1 - Y^0 \). This is what AIR and previous authors in econometrics call the “causal effect” of \( D \) on \( Y \). If superscript “1” refers to demand and “0” to supply, we obtain the disequilibrium markets model of Quandt (1972, 1988) where

\[ D = 1(Y^1 \leq Y^0); = 0 \quad \text{otherwise}. \]

“1” is the logical indicator variable (1(a) = 1 if a holds). Letting \( Y^1 \) be the market wage and \( Y^0 \) the value of nonmarket time, we obtain the model of the value of wages and of nonmarket time presented by Gronau (1974) and Heckman (1974), where \( D = 1(Y^1 \geq Y^0) \). The same model appears in studies of search unemployment (Flinn and Heckman 1982). If \( Y^1 \) and \( Y^0 \) are times of death in a competing risk setup, then \( D = 1(Y^1 \leq Y^0) \). Amemiya (1985), Heckman and Robb (1985), and Willis and Rosen (1979) considered more general models for \( D \). Applications of this basic model of potential outcomes are legion in economics. Analyses are available both for the case where \( D \) is observed and where it is not. (See the numerous references in Amemiya 1985.)

2. MEAN EFFECT OF TREATMENT ON THE TREATED: A “CAUSAL” PARAMETER

A basic program evaluation parameter widely used in economics is the mean effect of treatment on the treated:

\[ E(Y^1 - Y^0|D = 1, X) = E(\Delta|D = 1, X). \]

(3)

This parameter tells us what, on average, persons of characteristics \( X \) who actually participate in regime 1 gain from a switch from regime “0” to “1.” Unlike LATE, this parameter is defined for an observable subpopulation. It is a parameter that corresponds more closely to the coefficient on the dummy variable in nonlinear simultaneous equation (2) with variable treatment effect than does LATE. Using means of nonparticipants to estimate \( E(Y^0|D = 1, X) \) gives rise to selection bias if \( E(Y^0|D = 1, X) - E(Y^0|D = 0, X) \neq 0 \). Equivalently, \( E(U^0|X, D = 1) \neq E(U^0|X, D = 0) \). I discuss identification and estimation of this parameter because there is a vast literature on it in economics, and the lessons from an analysis of this parameter apply directly to LATE.

Equation (2) is a variable effect or random coefficient model. The response to treatment (the term multiplying \( D \)) varies among persons with identical \( X \), unless \( U^1 = U^0 \). That special case is the dummy endogenous variable model of Heckman (1978) discussed by AIR. We may reparameterize Equation (2) in terms of \( E(\Delta|D = 1, X) \). The reparameterization writes

\[ Y = \mu^0(X) + D(E(\Delta|X, D = 1) \]

\[ + \{U^0 + D(U^1 - U^0 - E(U^1 - U^0|X, D = 1))\}. \]

The term in braces is an interpretable “error term.” If \( D \) were orthogonal to this term, then simple means for each \( X \) group would identify the parameter of interest. (For each \( X \), subtract the mean for \( D = 0 \) from the mean for \( D = 1 \).) Selection bias makes \( D \) nonorthogonal to \( U^0 \). \( D \) is orthogonal to the second error component in the braces \((E(U^1 - U^0 - E(U^1 - U^0|X, D = 1)|X, D = 1) = 0 \), but not to the first component.

The method of IV has been applied to identify this parameter under general conditions (see Heckman and Robb 1985, 1986). Suppose that \( Z \) is distinct from \( X \) (i.e., does not appear directly in (2)) and satisfies the following mean independence conditions:

\[ E(U^0|X, Z) = 0 \]  

(A-1)

\[ E(U^1 - U^0 - E(U^1 - U^0|X, D = 1)|X, Z, D = 1) = 0. \]  

(A-2)

An alternative and equivalent way to write condition (A-2) is:

\[ E(\Delta|X, Z, D = 1) = E(\Delta|X, D = 1). \]

(A-2')

Finally, restate the condition that both \( Z \) and \( X \) determine \( D \) as an assumption:

\[ \Pr(D = 1|X, Z) \neq \Pr(D = 1|X) \quad \text{and} \quad \Pr(D = 1|X, Z) \]

(A-3)

is a nontrivial function of \( Z \). Then

\[ E(Y|X, Z) = \mu^0(X) + E(\Delta|X, D = 1) \Pr(D = 1|X,Z). \]

(4)

If for each \( X \) there are at least two distinct values of \( Z \) such that \( \Pr(D = 1|X,Z') \neq \Pr(D = 1|X,Z'') \), then we may evaluate (4) at all values of \( X \) to obtain

\[ E(\Delta|X, D = 1) \]

\[ = \left( \frac{E(Y|X, Z') - E(Y|X, Z'')}{\Pr(D = 1|X, Z') - \Pr(D = 1|X, Z'')} \right). \]  

(5)

If for some \( X \) values there are not distinct values for \( \Pr(D = 1|X,Z) \) for two or more values of \( Z \), then the parameter is not identified at those values. Replacing population objects with sample mean analogs produces the IV estimator.

Observe that only mean independence is required—not full independence, as assumed by AIR. AIR are able to test their identifying assumptions because they invoke much stronger conditions than are required to identify their parameter. Minimal identifying assumptions cannot be tested. (Heckman and Robb 1985). Note further that no arbitrary and untestable monotonicity condition is needed—just a condition that guarantees that the denominator of (5) is not zero for the particular value of \( X \). Parenthetically, monotonicity is not required in classical discrete choice theory either. Also, even in the original dummy endogenous variable analysis it is recognized that the second assumption of AIR’s Equation (4) is not needed to apply IV.
3. ARE THE ASSUMPTIONS VALID?

A central focus in modern econometrics is the development of explicit behavioral models relating the “errors” and choices made by agents. This is critical to developing and justifying any econometric evaluation strategy. Therefore, it is surprising to read in AIR that econometricians do not clearly state assumptions like (A-1)–(A-3) or worry about the justification for them. Hansen and Sargent (1991), and Heckman and Robb (1985, 1986) are just some of the authors who have built explicit behavioral models to justify exogeneity and noncausality assumptions.

Assumption (A-1) is conventional; Assumption (A-2) (or A-2’) is not. (A-2) is satisfied if $U^1 - U^0 = 0$, $(Y^1 - Y^0 = \mu^1(X) - \mu^0(X))$, so that conditional on $X$ there is no treatment response heterogeneity. It is also satisfied in the case of heterogeneous response to treatment when the rule governing participation in a regime conditional on $Z$, and $X$ does not depend on $Y^1 - Y^0$:

$$\Pr(D = 1|X, Z, Y^1 - Y^0) = \Pr(D = 1|X, Z), \quad (6a)$$

provided that $Y^1 - Y^0$ conditional on $X$ is not perfectly forecastable by $Z$. This is a Granger noncausality condition routinely used in econometrics and explicitly presented in this context by Heckman and Robb (1985, 1986). Alternatively, in terms of the “mysterious” unobservables to which AIR object, the condition is:

$$\Pr(D = 1|X, Z, U^1 - U^0) = \Pr(D = 1|X, Z), \quad (6b)$$

provided that $U^1 - U^0$ conditional on $X$ is not perfectly forecastable by $Z$. AIR call this non-causality condition “ignorability.” If $U^1 - U^0$ is perfectly forecastable by $Z$, conditional on $X$, then (A-2) would be violated.

In general, the extra conditioning on $Z$ causes (A-2) to be violated although it is trivially satisfied only if conditioning is done on $X$ and $D$. The behavioral assumption justifying (6a) and (6b) requires that the relevant decision makers do not make decisions about which regime is selected using information on the outcomes of the regime that cannot be forecast by $X$ and $Z$. In most situations, persons making decisions have more information about the outcomes than the statisticians studying them. This makes assumption (6a) or (6b) questionable in such cases.

This assumption is definitely not satisfied in the competing risks model, in the Gronau–Heckman market wage–nonmarket wage model, in the Roy model (Heckman and Honoré 1990), or in most versions of the switching regressions model. These limitations on the application of the IV method were spelled out by Heckman and Robb (1985, 1986) and later reiterated by Heckman (1995). In the switching regression context, they were discussed by Quandt (1988). Although space limitations preclude the full development of the point, IV estimation of LATE requires the same stringent behavioral assumptions.

The draft lottery number cited by AIR as a valid instrument is unlikely to satisfy (A-2) or (A-3) and thus is not likely to be a valid instrument. Consider the application of IV by Angrist (1990) that AIR discuss. The potential outcomes are earnings if persons serve in the military or if they do not. Persons who get a high number are virtually guaranteed that they are exempt from service. Those persons with a high number who nonetheless volunteer to go to the Army perceive a high gain from doing so. If those perceptions are related to the potential outcomes and are based on private information that cannot be fully predicted by $X$ and $Z$, then the lottery number is not a proper instrument. In addition, persons with high numbers are likely to receive more job training, because their likelihood of being drafted is reduced and firms have less likelihood of losing them. Then $Z$ is an $X$, and the exclusion assumption is violated. Because of the stringent nature of the required assumptions, most economists have been very cautious about using IV to identify the parameters of switching models. Sometimes, however, application of IV can be justified in the context of heterogeneous treatments. Robinson (1989), using a test proposed by Heckman and Robb (1985, 1986), demonstrated that IV methods produce appropriate estimates for estimating the “causal effect” of unions on wages; that is, the union–non–union wage differential. Robinson’s evidence is surprising because it indicates that union membership is not based on unobserved components of union wage differentials not predicted by the crude $X$ and $Z$ available to him.

A major difference between the approach taken by AIR and that used by econometricians is that the latter go to much greater depth in justifying the behavioral assumptions that are implicit in the statistical assumptions. It is disappointing to see an entire literature in econometrics that develops explicit models designed to test and justify (A-1)–(A-3), or other identifying assumptions, ignored by AIR in their discussion of the econometrics literature.

4. IDENTIFICATION UNDER MORE GENERAL CONDITIONS FOR A VARIETY OF PARAMETERS

Heckman and Honoré (1989, 1990) presented conditions for identifiability of the full distributions of outcomes in the competing risks and Roy models. Heckman (1990) considered nonparametric identifiability in more general models. Björklund and Moffitt (1986) considered estimation of the more general models under specific distributional assumptions. Those authors demonstrate that other methods besides IV estimate behaviorally interesting parameters under more behaviorally plausible conditions. These more general models produce identification of a large array of distinct counterfactuals—a central goal of structural econometric policy evaluation—and do not focus on just one special parameter.

ADDITIONAL REFERENCES

There are many unfortunate barriers to effective communication between statisticians and economists. The method of instrumental variables (IV) and associated methods for simultaneous equations and for “structural” estimation constitute one of the greatest. These methods are in the toolkit of virtually every economist and are among the most widely used techniques in the field. IV is discussed in every econometrics textbook, and three chapters of the 1984 Handbook of Econometrics are devoted to advanced IV and related issues, including nonlinear models (Amemiya 1984; Hausman 1984; Hsiao 1984). IV is widely regarded by economists as one of the most versatile and flexible of techniques, applicable in an enormous number of disparate applications. Yet it is scarcely used or discussed by statisticians, who often do not see the point of it all.

In this context, the attempt by Angrist, Imbens, and Rubin (AIR) to translate IV into terms that may be more understandable by statisticians must be welcomed. AIR translate IV into two frameworks familiar to statisticians. One is the well-known Rubin causal model (RCM). I find this translation to be correct and entirely appropriate, and hope that it is useful to statisticians. The other framework is the intention-to-treat (ITT) framework, with which statisticians are also quite familiar. I find this framework to have advantages as well as disadvantages. On the one hand, the noncompliance problem that is at the heart of the ITT framework is a nice illustration of the econometric problem of “endogeneity” that leads to IV estimation in economics. The notion that the difference in means between experimentals and controls should be inflated by the difference in the percentage treated in the two groups is also common to the ITT and IV frameworks. On the other hand, ITT analysis is conventionally discussed in the context of a randomized clinical trial (RCT), and AIR do so as well. This provides by necessity an obvious and convincing instrument—the experimental treatment assignment. (For another discussion of experimental assignment as an IV, see Heckman, in press.) Yet in the vast majority of work in economics, observational data are used instead, and consequently, some of the assumptions of IV stated by AIR—the random assignment assumption and the exclusion restriction—play a far more critical role in applied work than is suggested by the ITT–RCT framework.

In what follows, I make a few remarks about IV from the viewpoint of an economist, in hopes of further illuminating the interpretation and breadth of the technique. (For other recent work by economists on IV and identification in related models, see Bound, Jaeger, and Baker 1995; Manski 1990, 1994; and Staiger and Stock 1993.)

**Heterogeneous Response Interpretation**

The simultaneous equations model given by AIR in their equations (1)–(3) is one of the models considered in the first attempt at a comprehensive econometric treatment of the causal effects problem by Heckman and Robb (1985, 1986). That work was in turn based on the original formulation of the dummy endogenous variable model by Heckman (1978) (on which the Maddala, Bowden–Turkington, and Heckman–Robb papers cited by AIR in Section 2 are based). Although AIR find the use of unobservables in the specification of equations (1)–(3) and the assumptions surrounding it to be nonintuitive, it is important to stress that the model in those equations is nevertheless directly translatable into, and is equivalent to, the Rubin causal model (RCM) with one modification: to allow the treatment effect in equation (1) to vary across individuals; for example, $\beta_i$. With that modification, $\beta_i = Y_i(1) - Y_i(0)$ is the Rubin causal effect of $D_i$ on $Y_i$ given by AIR in Definition 2. The assumptions of linearity, additive disturbances, and other aspects of the specification in equations (1)–(3) are entirely unrestrictive in this simple a model. Thus, as
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AIR note, the issue is which framework provides the better intuition. Of course, one should not expect economists and statisticians, or even different individuals within each discipline, to find their intuition in the same way, and there is no reason not to have the model translated into multiple frameworks.

While the constant effect assumption is made in most IV work in economics as a whole, the heterogeneous effect model nevertheless has a long history in certain areas. For example, heterogeneous effects appear in the basic multinomial discrete choice model in relative preferences for different alternatives (McFadden 1974, 1984). The switching regression model of Heckman (1978) and Lee (1979), which is closely related to the comparative advantage model of Roy (1951), has heterogeneous response to “regime switching” as a key characteristic. In the treatment effects literature, Heckman and Robb (1985, 1986) made the heterogeneous effect model explicit in their analysis and discuss its IV estimation. Björklund and Moffitt (1987) conducted an actual empirical analysis of a heterogeneous-effect model but estimated it with maximum likelihood instead of IV. There has been a steady stream of studies analyzing the heterogeneous response model since those papers.

To many economists, the heterogeneous coefficient formulation has great intuitive appeal because it assigns an explicit parameter to the main object of interest—the true treatment effect for each individual i. It also gives explicit representation to the potential, but unobserved, treatment effect of noncompliers, which AIR correctly emphasize is so important to the conceptualization of the problem. They are a little misleading in suggesting that the concept of potential outcomes is missing in the econometric formulation of the problem; in fact, that concept is key to the econometric formulation as well, even if less explicitly stated.) In addition, such a parameterization gives the monotonicity assumption a ready illustration, for one possible embodiment of that assumption is a model in which treatment receipt for individual i is a monotonic function of β1(i); for example, those in the experimental group who receive the treatment are those who are more affected by it.

Alternative Interpretations of IV

Although AIR find the specification of (1)–(3) and the statement of IV assumptions in terms of the unobservables in those equations to be nonintuitive, economists usually gain their intuition for IV from what they see to be the implications of the assumptions for specific applications. It is for this reason that the RCT framework does not well illustrate the source of intuition for economists, who generally use observational data.

In addition, the military lottery application discussed by AIR is not typical of most IV applications in economics, for most do not involve any explicit randomization. The lottery example is not a pure RCT in any case, because the randomization was based on an intervening variable—an individual characteristic (birthdate). Pure RCT’s instead randomize individuals directly into experimental and control groups. Consequently, the lottery application requires one additional assumption—birthdate does not directly affect mortality—to satisfy the exclusion restriction and make IV possible. The fact that there are well-known seasonal effects in birth rates (Lam and Miron 1991) that may have a various health-related and socioeconomic antecedents and consequences suggests that the validity of this additional assumption cannot be immediately accepted without further investigation.

A more typical, perhaps even prosaic, economic example, and one that provides an alternative interpretation and source of intuition for IV, is the following. Suppose that we wish to estimate the effect of a job training program on future earnings, and we have data from two different cities on the earnings of men who have and have not gone through job training at some point in the past. Comparing the earnings of trained and untrained workers within each city alone, or pooling the data from both cities and making the same comparison, would yield poor estimates of the effect of training if the untrained workers were different from the trained workers even if they had not gone through training; that is, if there is nonignorable selection bias. But if, say, city A had more funds and offered more training slots than city B, then the fraction of workers who have been trained will be higher in city A than in city B. Consequently, the effect of training could be estimated by regressing mean earnings in each city—the mean taken over trained and untrained workers combined—on the fraction of workers in the city who were trained. The resulting regression coefficient is simply the IV estimate given by AIR in their equation (6):

$$
\beta_{1}^{IV} = \frac{\bar{Y}_{1} - \bar{Y}_{0}}{\bar{D}_{1} - \bar{D}_{0}},
$$

where \(\bar{Y}_{Z}\) and \(\bar{D}_{Z}\) are the means of \(Y\) and \(D\) for the groups \(Z = 1\) and \(Z = 0\). Thus the difference in means between the two populations is inflated by the change in the fraction “treated,” exactly as in the ITT framework.

The econometric assumptions necessary for this estimator to represent a causal effect in the context of AIR’s equations (1)–(3) have a ready intuition in the context of this example. The random assignment assumption \(E(Z_i | X_i) = 0\) (i.e., mean independence) is just the assumption that the greater number of training slots in city A is “exogenous”; that is, unrelated to earnings in the absence of training. Put differently, it is the assumption that the across-Z variation represents a true “experiment.” This assumption would be violated, for example, if city A obtained more training funds because its workers had lower earnings than those in city B in the first place. The exclusion restriction—which is implicit in equations (1)–(3) because \(Z_i\) does not appear in equation (1)—is just the assumption that there is no direct effect of city of residence on earnings. This assumption would be violated if, for example, the labor market in one city was healthier than that in the other city, which would make earnings different even in the absence of training differences. The monotonicity assumption is just the assumption that everyone who received training in city B would receive training if they resided in city A.

This example provides an alternative interpretation of IV, as simply representing a comparison in a different
**dimension**—in this case, a comparison across cities (i.e., across values of \(Z_i\)) instead of a comparison of trained and untrained workers within cities (i.e., across individual values of \(D_i\)). Expressing the two methods as simply comparisons along different dimensions puts them on a more equal footing and leads to the additional observation that either could be correct or incorrect (or neither could be, of course). The across-city IV comparison would be biased if the allocation of city funds were based on earnings, for example, as noted previously; but, providing that there is no selection of workers into training within each city, a least squares regression that includes a city dummy (i.e., conditions on \(Z_i\)) would yield unbiased treatment effect estimates. In the econometric literature, Goldberger (1972) was the first to note this point, showing that if selection into treatment status is based only on an auxiliary variable \(Z_i\), then one need only condition on that variable to obtain consistent and unbiased treatment effects (even if the coefficient on that auxiliary variable itself is biased). The later econometric literature clarified the distinction between this case—selection on observables—and the case of selection on unobservables.

Much of the debate in economics involves arguments in specific empirical applications over whether a particular instrument \(Z_i\) does or does not improve the estimate of treatment effects, given that it can make things worse as well as better. Making such a determination is particularly difficult when it is recognized that no statistical test or specification test can distinguish such models at this simple level. If the two estimates are different, whether one estimate is significantly different from the other can be tested only under the null that one is correct. Although AIR state that IV can be subjected to “sensitivity” testing, the fundamental IV assumptions cannot be tested if they are “just” identifying—that is, if they are a minimal and thus necessary rather than sufficient set of assumptions to obtain treatment effects. (See Heckman and Robb 1986, Heckman and Hotz 1989, and Moffitt 1989 for discussions of this important point.)

The city example provides yet another interpretation of IV, which is as a method of aggregation (Moffitt, 1996). The IV estimator represents a least squares regression using aggregates taken over \(Y_1\) and \(D_i\) within cells of \(Z_i\). A related intuition is based on an analysis of variance (ANOVA) analogy, for the IV estimator uses the covariance of \(Y_1\) and \(D_i\) “between” cities rather than “within” cities. Indeed, it is easy to show that the ordinary least squares (OLS) estimate of \(\beta_1\) (i.e., the estimate obtained by comparing treatments and comparisons in the total, pooled sample) is a weighted average of the IV (between) estimator and the within estimator:

\[
\beta_{1\text{OLS}} = k\beta_{1\text{IV}} + (1-k)\beta_{1\text{W}}
\]

where \(k\) is the fraction of the total variance of \(D\) that arises from the “between” and \(\beta_{1\text{W}}\) is the treatment effect based on the within variation (i.e., the coefficient on \(D_i\) in a regression of \(Y_i\) on \(D_i\) and a \(Z_i\) dummy). The exact decomposition shown in (2) assumes that the sample size is the same in all cities.

The ANOVA analogy can also be used to relate IV to the propensity score method of Rosenbaum and Rubin (1983). In the simple case of a single dummy variable \(Z_i\), conditioning on the propensity score is identical to conditioning on \(Z_i\) and hence is equivalent to the within estimator, \(\beta_{1\text{W}}\). The IV estimator, on the other hand, can be shown to be equivalent to that obtainable by regressing \(Y_i\) on the propensity score itself; that is, by replacing the treatment dummy \(D_i\) by the propensity score. (This is the two-stage least squares version of IV.) This yields a treatment effect estimate based on the “between.”

**ADDITIONAL REFERENCES**
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Paul R. ROSENBAUM

1. INTRODUCTION

Angrist, Imbens, and Rubin (AIR) deserve congratulations for a wonderful paper. Linking econometrics with experimental design, they have illuminated both fields. I particularly admire the care they take in defining estimands with few modeling assumptions, in stating assumptions in tangible terms, and in examining the appropriateness and consequences of those assumptions.

In this comment, I would like to slightly restate their argument in terms of an artificial example, then generalize the argument to a larger class of estimators (the Hodges–Lehmann estimators), briefly indicate how one can conduct a sensitivity analysis in a nonrandomized study, and conclude with an observation about the case in which some subjects have unalterable treatment assignments.

2. AN ARTIFICIAL EXAMPLE: ENCOURAGING EXERCISE FOR LUNG DISEASE

The following artificial example illustrates and restates several of the points made by AIR, but its main purpose is to aid in Section 3 in discussing a generalization of the instrumental variables (IV) estimate. Table 1 describes a randomized experiment with 10 subjects suffering from chronic obstructive lung disease (COLD), of whom 5 were randomly selected and encouraged to exercise. So the randomization determines who was encouraged to exercise; that is, Z_i. In fact, not all subjects complied, as indicated by D_i(Z_i). Subjects 1, 2, and 3 exercised as they were encouraged to do, but subjects 4 and 5 ignored the encouragement and did not exercise. Subject 6 was not encouraged to exercise (Z_6 = 0) but did so anyway (D_6(0) = 1). The outcome is forced expiratory volume (FEV), a measure of lung function, larger values indicating better health, recorded on a convenient integer scale. The quantity Y_i(0) is the outcome that would have been observed from subject i in the absence of exercise. As in AIR’s exclusion restriction and in Holland’s (1988) discussion of encouragement designs, it is exercise that may have an effect, but encouragement has an effect only if it influences exercise. In Table 1 exercise raises the outcome, FEV, by 3 units for all subjects; that is, the observed response from subject i is \( \hat{Y}_i = Y_i(0) + 3D_i(Z_i) \) (e.g., \( \hat{Y}_1 = Y_1(0) + 3D_1(1) = 5 + 3 = 8 \)).

Several features of Table 1 are of note. First, the FEV response that would be observed from subject i in the absence of exercise, \( Y_i(0) \), is unaffected by encouragement \( Z_i \) or exercise \( D_i(Z_i) \), and in the theory of randomized experiments, \( Y_i(0) \) is a fixed feature of subject i not varying with the random assignment of encouragement \( Z_i \). By good fortune in this artificial example, the distribution of \( Y_i(0) \) is perfectly balanced in encouraged (\( Z_i = 1 \)) and control (\( Z_i = 0 \)) groups. Randomization produces such balance in expectation in randomized experiments of all sizes, and in large experiments approximate balance is likely, but the exact balance in Table 1 is an unnecessary but tidy convenience useful in exposition. In short, the randomization worked—without treatment, the two randomized groups (\( Z_i = 1 \)) and (\( Z_i = 0 \)) would have had similar outcomes. The observed responses \( \hat{Y}_i \) are not balanced of course, because encouragement \( Z_i \) increases exercise \( D_i(Z_i) \), which increases \( \hat{Y}_i \). Notice also that healthy subjects are more likely to exercise. More precisely, subjects who would have had high FEV absent exercise—subjects with high \( Y_i(0) \)—are more likely to have \( D_i(Z_i) = 1 \). Encouragement appears to increase the amount of exercise, but subjects with low \( Y_i(0) \) do not exercise even if encouraged.

The traditional advice in randomized clinical trials is that the groups formed by randomization should be compared; here, the encouraged (\( Z_i = 1 \)) and control (\( Z_i = 0 \)) groups. The difference in means is \( (8 + 7 + 6 + 2 + 1)/5 - (8 + 4 + 3 + 2 + 1)/5 = 6/5 = 1.2 \). This is a sensible estimate of the effect of encouragement. Exercise raises FEV by 3, but encouragement raises it only by 1.2 on average, because many subjects do not exercise when encouraged and some exercise without encouragement. A mistaken estimate of the effect of exercise compares those who exercised (\( D_i(Z_i) = 1 \)) to those who did not (\( D_i(Z_i) = 0 \))—namely, \( (8 + 7 + 6 + 8)/4 - (2 + 1 + 4 + 3 + 2 + 1)/6 = 7.250 - 2.167 = 5.083 \). This estimate grossly overstates the effect of exercise because healthier subjects were more likely to exercise. The instrumental variables estimate starts with
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the 1.2 determined previously by comparing the encouraged and control groups, but it attributes the entire 1.2 to the increase in exercise in the encouraged group; that is, it divides 1.2 by the mean difference in exercise, \((1 + 1 + 1 + 0 + 0)/5 - (1 + 0 + 0 + 0 + 0)/5 = 2/5\), so the estimate is \(1.2/(2/5) = 3\).

The point made later is that this argument has nothing to do with means and quickly extends to sturdier estimates, such as the Hodges–Lehmann (HL) (Hodges and Lehmann 1963). Also, with an instrumental variable, exact permutation inferences about an additive effect are obtained using the random assignment of encouragement. Moreover, sensitivity analysis is straightforward in nonrandomized or observational studies. (See Hollander and Wolfe 1973 or Lehmann 1975 for discussion of the standard forms of the HL estimate, and see Maritz 1995, secs. 1 and 8.1 for discussion of the broad scope of HL estimates with various technical results.)

3. THE HODGES–LEHMANN ESTIMATE USING AN INSTRUMENTAL VARIABLE IN A RANDOMIZED EXPERIMENT

Following AIR, assume the stable unit treatment value assumption (SUTVA), the exclusion restriction, and the nonzero average effect of \(Z\) on \(D\). For subject \(i\), write \(D_i\) for the observed level of exercise, \(Y_i = Z_i \cdot D_i(1) + (1 - Z_i)D_i(0)\), and write \(Y_i(1)\) for the observed outcome, \(Y_i(1) = Y_i - (1 - D_i)Y_i(0)\). The model of an additive effect asserts that \(Y_i(1) - Y_i(0) = \tau\) for all \(i\), so \(Y_i = Y_i(0) + \tau D_i\), as in Table 1 where \(\tau = 3\). In Section 5, it will be seen that the additive model need not hold for all \(i\), that it suffices that additivity holds for subjects who change treatments in response to encouragement, but it is easier to discuss this separately. Write \(Z, D, Y, Y_0\) for the \(N\)-dimensional vectors of \(Z_i\)'s, \(D_i\)'s, \(Y_i\)'s, and \(Y_i(0)\)'s. Write \(M\) for the number of encouraged subjects, \(M = Z^T Z\). In Table 1, \(M = 5\). Write \(B\) for the set containing the possible treatment assignments, so \(B\) contains \(\binom{N}{M}\) vectors of dimension \(N\) with \(M\) coordinates equal to 1 and \(N - M\) coordinates equal to zero. In a randomized experiment, \(Z\) is picked from \(B\) at random; that is, \(\text{prob}(Z = z) = \binom{N}{M}^{-1}\) for each \(z \in B\).

Let \(t(Z, \tilde{Y})\) be a statistic used to compare the encouraged and control groups. For instance, \(t(Z, \tilde{Y})\) might be the difference in sample means, say \(t_M(Z, \tilde{Y}) = Z^T \tilde{Y} / M - (1 - Z)^T \tilde{Y} / (N - M)\), or Wilcoxon's rank sum statistic, \(t_W(Z, \tilde{Y}) = Z^T \text{rank}(\tilde{Y})\), where \(\text{rank}(\tilde{Y})\) is the \(N\)-dimensional vector of ranks of \(\tilde{Y}\) with average ranks used for ties, or the difference between the trimean in the encouraged group and the trimean in the control group, say \(t_T(Z, \tilde{Y})\). (Recall that the trimean is the sum of the upper and lower quartiles plus twice the median divided by four.)

Let \(\tilde{\tau}\) be the expectation of \(t(Z, Y_0)\) over the randomization distribution of \(Z\); that is, the average of \(t(z, Y_0)\) over the \(\binom{N}{M}\) choices \(z \in B\). For the difference in means, \(t_M(Z, Y_0)\) has expectation \(\tilde{\tau}_M = 0\). For the rank sum, \(t_W(Z, Y_0)\) has expectation \(\tilde{\tau}_W = M(N + 1)/2\). For the difference of trimeans, \(t_T(Z, Y_0)\) has expectation \(\tilde{\tau}_T = 0\) if \(M = N/2\) and \(\tilde{\tau}_T \to 0\) as \(M, N - M \to \infty\) whether or not \(M = N/2\).

Now, \(\tau_0 = \tilde{Y} - \tilde{D}\). The HL estimate using an IV is defined to be the value \(\hat{\tau}\) such that \(t(Z, Y - D\hat{\tau}) = \hat{\tau}\). For estimates based on rank statistics that move in discrete steps, there may be no \(\hat{\tau}\) such that \(t(Z, Y - D\hat{\tau}) = \hat{\tau}\) exactly; then, following HL, \(\hat{\tau}\) is defined as the average of the smallest value that is too large and the largest value that is too small, namely

\[
\hat{\tau} = \frac{\text{sup}\{\tau: t(Z, Y - D\tau) > \hat{\tau}\} + \text{inf}\{\tau: t(Z, Y - D\tau) < \hat{\tau}\}}{2}
\]

Here \(\hat{\tau} = \infty\) if there is no finite \(\tau\) such that \(t(Z, Y - D\tau) < \hat{\tau}\) and \(\hat{\tau} = -\infty\) if there is no finite \(\hat{\tau}\) such that \(t(Z, Y - D\tau) > \hat{\tau}\).

Write \(\tilde{\tau}_M, \tilde{\tau}_W, \text{and } \tilde{\tau}_T\) for the instrumental HL estimates based on \(t_M, t_W, \text{and } t_T\). For the difference in means, simple algebra shows \(\tilde{\tau}_M(Z, Y - D\tilde{\tau}) = \tilde{\tau} = 0\) if and only if \(\tilde{\tau}_M\) is the usual instrumental variable estimator discussed by AIR. If encouragement always determines the treatment so \(D = Z\), then \(\tilde{\tau}_M\) is the encouraged minus-control difference in sample means, \(\tilde{\tau}_W\) is the usual HL estimate associated with the rank sum statistic, and \(\tilde{\tau}_T\) is the difference in trimeans. In short, the estimate \(\hat{\tau}\) generalizes both the usual IV estimate and the usual HL estimate.

In the example in Table 1, subtracting 3 from each subject who exercised sets all three statistics, \(t_M, t_W, \text{and } t_T\), equal to their null expectations, so \(\tilde{\tau}_M = \tilde{\tau}_W = \tilde{\tau}_T = 3\) in this particular case. This is exceptional and reflects the perfect balance of the \(Y_i(0)\)'s in this constructed example. If \(\tilde{Y}_1\) in Table 1 were replaced by an extremely large positive value,
then $\hat{\tau}_M$ would increase dramatically, $\hat{\tau}_W$ would increase slightly, and $\hat{\tau}_T$ would continue to equal 3.

Exact inference about $\tau$ may be based on the randomization distribution of $t(Z, Y_0)$ where $Y_0$ is fixed. Consider first testing the null hypothesis that $H_0: \tau = \tau^*$. Under the null hypothesis, the fixed responses in the absence of exercise, $Y_0$, are equal to $\bar{Y} - D\tau^*$, which may be computed from the data. The one-sided randomization significance level is the proportion of treatment assignments $z \in B$ giving a larger value of the test statistic than observed, $|\{z \in B: t(z, Y_0) \geq t(Z, Y_0)\}|/|A|$, where $|A|$ denotes the number of elements of the set $A$. A one-sided confidence interval for $\tau$ is obtained by determining all values of $\tau$ not rejected by such a test. A two-sided 95% confidence interval is the intersection of two one-sided 97.5% intervals. It is notable that the test of $H_0: \tau = 0$ is identical to the usual randomization test of no effect, as discussed by Fisher (1935) or Kempthorne (1952), but this is not true for $\tau^* \neq 0$.

For instance, in Table 2, to test the false hypothesis $H_0: \tau = 1.5$ using the rank sum test with an instrumental variable, one computes $\bar{Y} - 1.5D = (6.5, 5.5, 2, 1, 6.5, 4, 2, 1)$ with ranks $(9.5, 8, 7, 3.5, 1.5, 9.5, 6, 3.5, 1.5)$, so the rank sum is $9.5 + 8 + 7 + 3.5 + 1.5 = 29.5$. Allowing for the ties, the null expectation and variance of the rank sum are 27.5 and 22.5 yielding a standardized deviate of $(29.5 - 27.5)/\sqrt{22.5} = .42$, so the hypothesis $H_0: \tau = 1.5$ is not rejected. Without ties, the familiar exact distribution of the rank sum statistic may be used.

In short, permutation tests, confidence intervals, and HL estimates all use the null distribution of $t(Z, Y_0)$, which is the usual randomization distribution (Fisher 1935; Kempthorne 1952, sec. 8.2). If encouragement itself $Z$ had an additive effect, then one would have $Y_0 = \bar{Y} - Z\tau$, and the usual procedures for permutation inference would result. What is new in this is that exercise $D$ and not encouragement $Z$ has the additive effect, so the permutation inference is based on $Y_0 = \bar{Y} - D\tau$, but otherwise permutation methods are unchanged. As it turns out, these considerations extend immediately for sensitivity analysis in observational studies.

### 4. Sensitivity Analysis Using Instrumental Variables in Observational Studies

In the experiment in Table 1, random assignment of encouragement tended to balance the distribution of $Y_i(0)$ in encouraged ($Z_i = 1$) and control ($Z_i = 0$) groups. In an observational study or nonrandomized experiment, subjects might have differing chances of receiving encouragement to exercise; that is, it may be quite wrong to assume that $\text{prob}(Z = z) = (N)^{-1}$ for each $z \in B$. Perhaps the severely ill would be less likely to receive encouragement than the less severely ill.

It is possible to study the sensitivity of permutation inferences to departures from random assignment of treatments (see, for instance, Rosenbaum 1993, 1995). These techniques replace $\text{prob}(Z = z) = (N)^{-1}$ with a range of distributions of treatment assignments, thereby obtaining a range of null distributions for $t(Z, Y_0)$. Using these techniques with an IV is straightforward; one calculates $Y_0 = \bar{Y} - D\tau$ as in Section 3 and applies the sensitivity analysis to the result. For instance, the sensitivity analysis gives not one null expectation $\bar{Y}_W = M(N + 1)/2$ for the rank sum statistic, but rather a range of expectations $[\bar{Y}_{W, \text{low}}, \bar{Y}_{W, \text{high}}]$ depending on a sensitivity parameter $\Gamma$. This yields a range of instrumental HL estimates obtained by approximately solving $t(Z, \bar{Y} - D\tau) = \bar{Y}_{W, \text{low}}$ and $t(Z, \bar{Y} - D\tau) = \bar{Y}_{W, \text{high}}$.

### 5. Avoiding Speculation About Subjects Who Ignore Encouragement

AIR carefully focus attention on subjects who do not ignore encouragement; see, for instance, their proposition 1. They call subjects who ignore encouragement “always-takers” if $D_i(1) = D_i(0) = 1$ or “never-takers” if $D_i(1) = D_i(0) = 0$. They argue, in effect, that one can say little about subjects who ignore encouragement because nothing that the experimenter does will change the treatment they receive. This final section briefly observes that the argument in Section 3 continues to hold if nothing is assumed about subjects who ignore encouragement.

Following AIR, consider a randomized experiment and assume that $Z$ is an instrumental variable in the sense of their definition 3, so $D_i(1) \geq D_i(0)$. In addition, assume that the treatment has an additive effect for compliers only; that is, $Y_i(1) - Y_i(0) = \tau$ whenever $D_i(1) = 1 > 0 = D_i(0)$. No assumption is made about $Y_i(1) - Y_i(0)$, when $D_i(1) = D_i(0)$. Let $\tau^*$ be a hypothesized value for $\tau$. Then the adjusted responses are

$$\bar{Y}_i - D_i\tau^* = \begin{cases} Y_i(1) - \tau^* & \text{if } D_i(1) = D_i(0) = 1, \\ Y_i(0) + (\tau - \tau^*)Z_i & \text{if } D_i(1) = 1 > 0 = D_i(0), \\ Y_i(0) & \text{if } D_i(1) = D_i(0) = 0. \end{cases}$$

Note first that the adjusted responses $\bar{Y}_i - D_i\tau^*$ will be independent of encouragement $Z_i$ if and only if the hypothesized $\tau^*$ equals the true $\tau$. Also, if $\tau^* < \tau$, then the adjusted responses $\bar{Y}_i - D_i\tau^*$ for encouraged subjects ($Z_i = 1$) will tend to be somewhat higher than those for control ($Z_i = 0$) subjects, and conversely if $\tau^* > \tau$. As a consequence, to render the adjusted responses independent of encouragement, one must have the correct $\tau^*$, and a test statistic such as the rank sum statistic that is consistent when one distribution is stochastically larger than another will, in sufficiently large sample sizes, reject any fixed $\tau^* \neq \tau$, thereby yielding consistent tests, confidence intervals, and point estimates. In short, the procedures in Section 3 describe subjects who comply with no assumptions about those who ignore encouragement.
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Joshua D. ANGRIST, Guido W. IMBENS, and Donald B. RUBIN

We thank Heckman, Greenland and Robins, Moffitt, and Rosenbaum for their stimulating comments on our paper. After making two general remarks, we address specific points in each comment.

Both Heckman and Greenland and Robins stress that LATE is the average causal effect for a subpopulation that cannot be identified in the sense that we cannot label all individual units in the population as compliers or noncompliers. Greenland and Robins suggest that attention should focus on the population average treatment effect, whereas Heckman is more interested in the average effect for those who receive treatment, also the estimand of interest in Peters (1941), Belson, (1951), Cochran (1969), and Rubin (1973a,b, 1977). For policy purposes, one may indeed be interested in averages for the entire population, or for specific subpopulations other than compliers. Within the context of a particular study with a specific instrument, however, the data are not directly informative about average effects for subpopulations other than compliers. A key insight from our work is that compliers are the only group with members observed taking the treatment and members observed not taking the treatment. Always-takers are always observed taking the treatment, so the data simply cannot be informative about average treatment effects for this group, and similarly for never-takers. In the same vein, a clinical trial restricted to young men is not informative about treatment effects for adult women. Yet Heckman and Greenland and Robins appear to criticize us precisely because we limit our discussion of causal effects to the only subpopulation about which the data are directly informative.

Following a core analysis focused on the directly estimable effect, one may wish to extend the conclusions to broader groups. Such extensions are routine in the interpretation of clinical trials, which are seldom based on representative samples of the overall target population. Our approach makes it clear, however, that in instrumental variables (IV) contexts, extensions to groups other than compliers can only be extrapolations.

The second issue raised by multiple discussants is the propriety of our example. Clearly, an example with a binary randomized instrument is not representative of economic applications of IV techniques where candidate instruments are rarely based on actual randomization. A major reason for using this example was to stress that randomization alone does not make a candidate instrument a valid one because randomization does not make the exclusion restriction more plausible. The fact that economists do not always make a clear distinction between ignorable and exclusion restrictions is evidenced by Moffitt’s incorrect comment that randomization makes the draft lottery “by necessity an obvious and convincing instrument” (italics ours) for the effect of the military service. In fact, one contribution of our approach is to provide a framework that clearly separates ignorability and exclusion assumptions. Both statisticians and economists should find this separation useful and clarifying.

HECKMAN

Heckman begins by arguing that the RCM is a version of the widely used econometric switching regression model. We view the term Rubin causal model (coined by Holland [1986] for work by Rubin [1974, 1978]) as referring to a model for causal inference where causal effects are defined explicitly by comparing potential outcomes. This comparison can be in the context of a randomized experiment or an observational study. Any element of the set of the potential outcomes could have been observed by manipulation of the treatment of interest, even though ex-post only one of them is actually observed. Moreover, the RCM defines the assignment mechanism, which determines which potential outcomes are observed, as the conditional probability of each possible treatment assignment given the potential outcomes and possibly other variables. In contrast, the switching regression model as expossed by Quandt (1958, 1972) is a time series model where the first part of the sample comes from one regression model and the second part from a separate regression model with an unknown switching point.

A second example mentioned by Heckman is Roy (1951), who studied the distribution of observed incomes in a world
where individuals always choose the occupation with the highest income. Neither Roy (1951) nor Quandt (1958, 1972) discussed causal effects. What makes the Roy model and the switching regression model technically closer to the RCM than many models used in econometric evaluations studies (e.g., many of the models in Heckman and Robb 1985) is their explicit focus on potential outcomes as distinct from observed outcomes. Only recently has the RCM potential outcome framework been adopted in economic models for causal effects (e.g., Maddala 1983, Bjorklund and Moffitt 1987, Heckman 1990, and Manski 1990).

Once potential outcomes have been introduced, one can indeed define disturbances as deviations of these potential outcomes from their population expectations, as Heckman does in his comment. Our remarks regarding the difficulty in interpreting these disturbances (e.g., the Holland 1988 quote given in our article), refer to papers where the disturbances are used but are not defined in terms of potential outcomes.

In statistics (e.g., Fisher 1918, Neyman 1923, and other early references provided in Rubin 1990), as well as in economics, there are studies that contain elements of the RCM. Two early economic examples that we find more relevant than either the Roy or Quandt articles cited by Heckman are Tinbergen (1930) and Haavelmo (1944), both founders of modern econometrics. Tinbergen wrote: “Let \( \pi \) be any imaginable price; and call total demand at this price \( n(\pi) \), and total supply \( a(\pi) \). Then the actual price \( p \) is determined by the equation \( a(p) = n(p) \), so that the actual quantity demanded, or supplied, obeys the condition \( u = a(p) = n(p) \) . . . . The problem of determining demand and supply curves . . . may generally be put as follows: Given \( p \) and \( u \) as functions of time, what are the functions \( n(\pi) \) and \( a(\pi) \)?” (Tinbergen 1930, translated in Hendry and Morgan 1995, p. 233). This very clearly describes the potential outcomes and the specific assignment mechanism corresponding to market clearing, although there is no statistical model in Tinbergen’s discussion. Similarly, Haavelmo wrote: “When we set up a system of theoretical relationships and use economic names for the otherwise purely theoretical variables involved, we have in mind some actual experiment, or some design of an experiment, which we could at least imagine arranging, in order to measure those quantities in real economic life that we thank might obey the laws imposed on their theoretical namesakes.” (Haavelmo 1994, p. 6, italics in original). Although more ambiguous than the Tinbergen quote, this certainly suggests that Haavelmo viewed laws or structural equations in terms of potential outcomes that could have been observed by “arranging” an experiment.

In his Section 2 Heckman provides an alternative set of assumptions for identification of the average effect on the treated, arguing that these assumptions are more transparent and have more behavioral content than our assumptions. As discussed in the Introduction to our reply, our focus on the complier average causal effect is not incidental, nor do we view compliers as the only interesting group. Rather, we focus on the average causal effect for compliers because this is the only directly estimable causal effect of the treatment. The only way to get average effects for always-takers and never-takers is to assume that their average treatment effects can be deduced from those for compliers, and this is exactly what Heckman has done in his assumptions without being explicit about it.

To formalize this argument, let us rewrite Heckman’s assumption (A-2’) in our potential outcome notation:

\[
E[Y_i(1) - Y_i(0)|Z_i, D_i(Z_i) = 1] = E[Y_i(1) - Y_i(0)|D_i(Z_i) = 1],
\]

where we drop the predictor or attribute \( X \) from the discussion because all substantive points can be made in the simple case without predictor variables. Consider the impact of this assumption given random assignment of \( Z \), the exclusion restriction, and the monotonicity assumption (implied by most econometric models). Simple manipulation shows that Heckman’s assumption (A-2’) implies that

\[
E[Y_i(1) - Y_i(0)|D_i(0) = D_i(1) = 1] = E[Y_i(1) - Y_i(0)|D_i(0) = 0, D_i(1) = 1].
\]

In words, Heckman’s assumption (A-2’) amounts to assuming that the effect for always-takers is the same as that for compliers. Given this assumption, Heckman claims that he can identify a more interesting parameter: the average effect for those who receive the treatment. But because those who receive the treatment are a mixture of always-takers and compliers, Heckman’s assumptions simply assume the answer. In the draft lottery example, Heckman’s assumption implies that the average effect of military service for volunteers is the same as that for draftees, an assumption that we carefully avoided in Angrist (1990) and in our work.

We also view Heckman’s assumption (A-2’) as lacking in scientific (economic) content. Our assumptions restrict outcomes at the unit level given different assignments, so that—like Fisher (1918), Neyman (1923), Tinbergen (1930) and Haavelmo (1944)—we compare for a specific unit the outcomes that would be observed given different environments. Thus our assumptions can be immediately interpreted as comparisons of outcomes in behavioral models of utility maximizing behavior given different sets of constraints. In contrast, Heckman’s key assumption (A-2’) compares average outcomes for different groups of individuals. He provides no examples where this assumption is plausible or can be related to the economic behavior of agents.

Heckman also takes issue with our ignorability assumption, arguing that mean independence is weaker than full independence. The second assumption obviously implies the first. However, as we argue elsewhere in more detail (Imbens and Rubin 1994), this distinction is not meaningful in practice. If mean independence holds but full independence does not hold, then \( Z \) would be a valid instrument for the effect of \( D \) on \( Y \) but not for a transformation of \( Y \) such as \( \log(y) \). It would inevitably tie the validity of the instrument to the specific form of the regression function, and return to the functional-form-dependent approach to instrumental variables that we avoid.
A secondary point in Heckman’s Section 3 concerns his connection between ignorability and “Granger noncausality.” Holland (1986) and Granger (1986, in his comment on the Holland paper) discussed Granger causality in terms of the potential outcomes framework. Heckman’s view of Granger causality appears to differ from those of either Granger or Holland.

Heckman’s main point in his Section 3 concerns the example and the appropriateness of IV methods in general. These comments are in marked contrast with his earlier views, as expressed in Heckman and Robb (1985): “The instrumental variables estimator is the least demanding in the a priori conditions that must be satisfied for its use . . . . It is important to notice how weak these conditions are” (p. 185). In contrast to this earlier view, Heckman’s current view supports our position that instrumental variables assumptions are strong. Our concern with making such strong assumptions in practice motivates these sensitivity analyses and related discussion in Section 6, where we present possible reasons why the IV assumptions need not be satisfied in our example. Heckman’s specific argument is merely another possible reason to believe the exclusion restriction may be violated. Although we have discussed possible violations of the key assumptions at length, we still view the draft lottery example as one of the most convincing examples of IV methods in the literature. In this case the exclusion restriction certainly appears more reasonable than the alternative assumption of ignorable treatment, which would imply that valid causal inferences could be drawn from direct comparisons of veterans and nonveterans.

We also find the draft lottery example more convincing than the application in Robinson (1989), cited by Heckman as an example where “application of IV can be justified in the context of heterogeneous treatments.” We view the Robinson study as an example of an IV application where the critical assumptions are formulated in a way that makes it almost impossible to judge their plausibility. For example, Robinson defines endogeneity as a restriction on the covariance of a disturbance and a function of three disturbances. In contrast, our formulation casts the ignorability assumption in terms of independence of the candidate instrument and potential outcomes, and the exclusion restriction in terms of the effect of specific manipulations on observed outcomes. Most importantly, despite their crucial role, the instruments in the Robinson study are never clearly defined and appear to be solely nonlinear functions of the predictor variables.

Heckman’s current pessimistic view of IV methods can also be contrasted with the development of his views on a class of experimental evaluation designs with randomized eligibility. In these designs, units are randomly assigned an instrument \( Z_i \) with \( Z_i = 1 \) implying that unit \( i \) is eligible for a particular treatment and \( Z_i = 0 \) implying that unit \( i \) is not eligible to receive treatment. Formally, this is a special case of our model with \( D_i(0) = 0 \) (no defiers or always-takers), and hence monotonicity is automatically satisfied. An alternative interpretation of this example is as a clinical trial with one-sided noncompliance. The exclusion restriction requires that for those who do not take the treatment if eligible, there is no effect of the assignment. Although this is a strong assumption, which need not be satisfied in all cases with randomized eligibility, it can be plausible in many cases, especially in double-blind trials. Given the exclusion restriction, and with the other assumptions satisfied by definition, our IV approach can be used to estimate the average effect for compliers; that is, those who take the treatment when eligible. Because all those observed to take the treatment must be eligible, the IV estimand, LATE (the average effect for compliers) is equal to the “average effect on the treated.” Zelen (1979) and Bloom (1984) discussed evaluations based on such designs, and Angrist and Imbens (1991) and Imbens and Angrist (1994) pointed out the connection with instrumental variables.

Heckman’s (1991) original discussion of such randomized eligibility designs ignored IV methods and stated only that “a simple mean difference comparison between treated and untreated persons is less biased for \( E[\Delta]/D = 1 \) than would be produced from a mean difference comparison between treated and untreated samples without randomized eligibility. In general, the simple mean difference estimator will still be biased” (p. 27, emphasis in original). More recently, Heckman (1995, pp. 9–10) acknowledged that IV methods can be used to estimate interesting average treatment effects in this context. Specifically, he writes that “this type of randomization [of eligibility] can be placed in an instrumental variables framework . . . . Note that this type of randomization identifies \( E[\Delta]/D = 1, X \).” In this context Heckman’s estimand \( E[\Delta]/D = 1, X \) is actually the same as the local average treatment effect for units with covariate values \( X \).

**ROBINS AND GREENLAND**

Robins and Greenland offer several alternative analytic strategies, focusing on estimation of bounds for the population average treatment effect. Our approach can also be used to generate bounds on the population average treatment effect in a straightforward fashion. Given monotonicity, there are three groups: compliers, always-takers, and never-takers. Given random assignment, we know in large samples the population fraction of the three types, and moreover, given the exclusion restriction, we know the average treatment effect \( Y_i(1) - Y_i(0) \) for compliers, the average of \( Y_i(1) \) for always-takers, and the average of \( Y_i(0) \) for never-takers. Without further assumptions, the two unknown components in the population average treatment effect are the average of \( Y_i(0) \) for always-takers and the average of \( Y_i(1) \) for never-takers. The data contain no direct information about these two quantities. Simply letting those two averages vary over the support of \( Y \) gives sharp bounds on the population average causal effect. Under our assumptions, these bounds are equal to both the Balke–Pearl and the Robins–Manski bounds.

The bioequivalence example discussed by Robins and Greenland is a complicated one. It is clear that with four qualitatively different treatments, randomization of a single binary assignment is generally not sufficient to identify average treatment effects for any of the four. A re-
lated but slightly simpler problem is that of partial compliance, where the binary assignment is to take a placebo or a full dose of the treatment, but individuals in the trial may take a partial dose (e.g., Efron and Feldman 1989). In related work (Angrist and Imbens 1995) we showed that in the RCM framework one can extend the assumptions made here to identify a weighted average of the slopes of the dose–response curves.

MOFFITT

Moffitt makes three main points and two minor points. He finds our choice of example unhelpful and our discussion of the literature on heterogeneous treatment effects lacking, and he offers an interpretation and some intuition for IV methods as a type of aggregation.

Moffitt also remarks that in the draft lottery example the assignment was not a true randomized clinical trial because the randomization was linked to birth dates, and incorrectly suggests this may affect the validity of the estimation of the complier average causal effect. Randomization does not have to be at the unit level. Given the stable unit treatment value assumption (SUTVA), the specific form of clustering present in this design does not affect the validity of the instrument in the presence of the seasonality effects Moffitt mentions, or of any other effects of birth dates on outcomes. We note, however, that in principle there are effects of the clustering on the precision of estimation.

In another remark, Moffitt claims that IV assumptions cannot be tested. Our independence assumptions (see also our discussion of Heckman’s comment) do in fact impose restrictions on the joint distribution of the observables, as we discuss in Imbens and Rubin (1994). See also Balke and Pearl (1993) and Pearl (1996), who discuss the incompatibility of certain distributions with the IV assumptions given in this article.

Moffitt’s first main point, regarding the choice of example, has been discussed in the Introduction to our rejoinder. Moffitt’s second point concerns the treatment of heterogeneous effects in the econometric literature. A number of authors, including Heckman and Robb (1985) and Heckman (1990), have indeed discussed the estimation of models with heterogeneous effects using IV. However, the identification conditions they present generally are too strong to be useful in practice. A key condition of Heckman (1990) is the requirement that the support of the instrument cover the entire real line (whereas the instrument in our veterans application is a binary variable).

Moffitt also mentions Björklund and Moffitt (1987) as modeling heterogeneous treatment effects. This is an interesting application formulating the causal effects in terms of potential outcomes, although the specific model relies heavily on functional form and distributional assumptions rather than instruments to achieve identification.

Finally, Moffitt offers an additional example that provides an alternative interpretation for IV methods as aggregating within subpopulations defined by the instrument. This interpretation is useful, and in particular the analysis of variance (ANOVA) analogy to the difference between least squares regression and IV estimation offers an interesting perspective. However, Angrist (1991) has already discussed the grouping interpretation of IV estimators and given historical background for this idea, which dates back to Durbin (1954) and Friedman (1957). In addition, we do not find Moffitt’s specific example of grouping very convincing. It is not clear why a comparison of earnings by city has a causal interpretation in this example. Because the candidate instrument in this case is closer to an attribute than a cause (in the Holland 1986 and Cox 1986 sense), the causal interpretation of the resulting IV estimate will be correspondingly weak.

ROSENBAUM

Rosenbaum makes some very interesting suggestions regarding alternative methods for inference. He also extends our sensitivity analysis to cover sensitivity to nonignorable assignment of the instrument. Both parts of his comment are welcome contributions to the discussion of IV methods. One issue that has limited the dialogue between economists and statisticians is the fact that econometric simultaneous equations models were not perceived as being interesting or relevant by the vast majority of statisticians. One of our goals here was to make at least some of these models accessible to the wider community of statisticians and to stimulate their contributions. We view Rosenbaum’s comment as an early payoff to this effort.

Rosenbaum’s first point concerns the lack of robustness of means. He suggests using more robust estimators such as the Hodges–Lehman estimator. It is interesting to note that despite the proliferation of discussions of median regression and more generally quantile regression as alternatives to mean regression in econometrics (e.g., Buchinsky 1994, Chamberlain 1994), there has been little work on robust alternatives for moment-based instrumental variables techniques (exceptions are Amemiya 1982 and Powell 1983). Clearly, the lack of robustness that motivated median regression as an alternative to mean regression applies equally well to IV problems. Rosenbaum’s suggestion of the Hodges–Lehman estimator is novel and clearly deserves further attention.

Rosenbaum also points out that in typical economic applications the instrument is unlikely to be completely random, echoing Moffitt’s point about our example of the draft lottery as an instrument not being representative of applications of IV methods in economics. This point is clearly valid and bolsters the case for a sensitivity analysis of the type Rosenbaum has suggested, here and in earlier work (e.g., Rosenbaum and Rubin 1983).

Finally, Rosenbaum points out that in his analysis of the Hodges–Lehman estimator, one need not make assumptions about the effect of the treatment for those who ignore encouragement. This important point can be made even stronger. One need not even define $Y_i(1)$ for never-takers, and similarly one need not define $Y_i(0)$ for always-takers. All we need to assume for units with $D_i(0) = D_i(1)$ is equality of the two potential outcomes; that is, $Y_i(0, D_i(0)) = Y_i(1, D_i(1))$, a weak form of the exclusion restriction.
CONCLUSION

The comments on our article cover a wide range of opinions, partly reflecting the gap between competing paradigms for evaluation research in statistics and econometrics. We believe that the gap between the two approaches can be narrowed. We hope that our article will make statisticians more appreciative of the insights offered by the IV framework invented by econometricians, while making economists more aware of the benefits of causal inference conducted in the potential outcomes framework developed by statisticians.
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