
Final Examination April 28, 1999 189-247B

1. (10 marks) Find the distance of (1; 2; 3) from the range of TA where A =

0
B@

1 2 1
1 1 0
0 1 1

1
CA.

2. (25 marks) Let T 2 L(P3) be de�ned by Tp(t) = D2p(t) + tDp(t) � p(t), where D denotes
the operator of di�erentiation with respect to t.

(a) Find the matrix of T with respect to the standard basis of P3.

(b) Find the characteristic polynomial of T and verify that �(T ) = f�1; 0; 1; 2g.

(c) Find a basis for P3 consisting of eigenvectors of T and write down the matrix of T with
respect to that basis. What is the relationship of that matrix with respect to the basis
of eigenvectors. Write down the relationship to the matrix you have calculated in (a).

(d) Evaluate [T 3 + 2T 2]t2.

(e) Evaluate det(2I + 3T )2.

(f) Find the solution set of T 2p(t) = 1 + t2.

3. (25 marks) Let

A =

0
B@

0 0 2
0 2 0
2 0 0

1
CA :

(a) Diagonalize A using an orthogonal matrix.

(b) Find a symmetric matrix C such that 2C2 + 4C = A.

(c) For which values of the real parameter � is A5 + �A+ 4I invertible?

(d) Write out the quadratic function q(x) = Ax � x and describe the nature of the critical
point.

(e) Find the maximum of q(x) = Ax � x on the sphere jxj = 3 and �nd all points where this
is achieved.

4. (10 marks) Suppose it is known that 1 + 2i and 5 are eigenvalues of A 2 R4�4 and
that detA = -50.

(a) Find the trace of A.

(b) Decide whether A is diagonalizable, justifying your answer.

(c) Find expressions for A�1 and A6 +A3 as polynomials in A of degree smaller than 4.
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5. (10 marks) Suppose that �1 + 2i and 3 are eigenvalues of a given real 3� 3 matrix A corre-
sponding to eigenvectors (1; 1 + i; i) and (1; 0; 1).

(a) Write down a basis for the real solutions of d

dt
x(t) = Ax(t).

(b) Find the solution corresponding to the initial values x(0) = (2; 1; 4).

(c) For which real initial vectors does the corresponding solution tend to 0 as t tends to 1?

6. (20 marks) Answer 4 of the following 5 questions:

(a) Let T 2 L(V ) be invertible and fv1; � � � ; vng be independent. Show that fTv1; � � � ; T vng
is again independent.

(b) Let x be a non-zero vector in Rn. Show that if we write x as a row, then P = xtx is the
matrix of orthogonal projection onto Span(x)

(c) Suppose that T is diagonalizable with eigenvalues 1 and 4. Find all values of the param-
eters � and � for which �I + �T is a projection.

(d) Suppose A 2 Rn�n is skew symmetric (so that At = �At). Show that the eigenvalues
are purely imaginary and that eigenvectors corresponding to di�erent eigenvalues are
orthogonal with respect to the standard inner product on Cn.

(e) Let A 2 Rm�n. Show that (I+AtA) is invertible and that the eigenvalues of (I+AtA)�1

lie between 0 and 1.
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